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Pr�face 

The roots of sedimentology and stratigraphy extend back to the 16th century; how
ever, these disciplines are still growing and changing. Geologists continue to "fine 
tune" sedimentologic and stratigraphic concepts through a variety of research av
enues and by using an array of increasingly sophisticated research tools. T he re
sult is a continuous outpouring of fresh data and new ideas. In fact, it is becoming 
increasingly difficult to keep abreast of the flood of new information appearing in 
the geological literature. A glance through recent issues of a well-known sedimen
tology journal reveals important new papers on sedimentation and tectonics, de
positional systems, carbonates, biosedimentology, diageneis, provenance, 
geochemistry, sediment transport and sedimentary structures, stratigraphic archi
tecture, chronostratigraphy, numerical modeling, paleoclimatology, sequence 
stratigraphy, and basin analysis-to name but a few research areas. 

I make no claim that I have, in this fourth edition of Principles of Sedimentol
ogy and Stratigraphy, fully evaluated all of these new data or captured all of the new 
ideas and concepts that may have been put forward since publication of the third 
editiort. I have, however, tried to weave important new information into the basic 
structure of previous editions and revise concepts that may have become outdat
ed. In addition, I have reorganized some of the chapters, added numerous refer
ences to pertinent new research articles and books, and added a significant 
number of new photographs, line drawings, and tables. I hope that these changes 
increase both the readability of the book for students and also keep them abreast 
of recent developments in the fields of sedimentology and stratigraphy. 

As mentioned in the preface to the third edition, career opportunities for ge
ology students are shifting away from the more traditional avenues of petroleum 
and mining geology toward environmental geology and other disciplinary areas 
that deal with problems of society. To be prepared for these careers, students need 
to gain a solid foundation in the basic principles of sedimentology, stratigraphy, 
and related sciences, as well as to develop insight into innovative applications of 
these principles to areas of study such as environmental analysis, paleoclimate 
evaluation, groundwater resources, and marine pollution. I hope that this book 
provides a useful part of the basic background that students need to advance into 
these exciting career fields. 

I want to thank the following people for reviewing the T hird Edition. I used 
their reviews to guide me in the preparation of the Fourth Edition: 

Edwin J. Anderson, Temple University; Janek P. Bhattacharya, University of 
Texas- Dallas; Charles W. Byers, University of Wisconsin; Beth Christensen, Geor
gia State University ; Joachim Dorsch, Saint Lewis University; James E. Evans, 
Bowling Green State University; Larry T. Middleton, Northern Arizona University; 
Michael R. Owen, Saint Lawrence University; Bruce Selleck, Colgate University; 
and Mark A. Wilson, College of Wooster. 

SAM BoGGS, JR. 
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Introduction 

Kinds of Sedimentary Rocks 

This book describes and discusses the physical, chemical, and biological character
istics of sedimentary rocks and the interpretations that we draw from these charac
teristics about the origin of sedimentary rocks. Geologists disagree somewhat 
about how the various kinds of sedimentary rocks should be classified; however, 
such rocks can conveniently be placed into three fundamental groups on the basis 
of composition and origin: siliciclastic, chemical/biochemical, and carbonaceous. 

Siliciclastic sedimentary rocks are composed dominantly of silicate minerals, 
such as quartz and feldspar, and rock fragments (clasts). These materials originate 
mainly by the chemical and physical breakdown (weathering) of igneous, meta
morphic, or (older) sedimentary rock. Conglomerates, sandstones, and shales be
long to this group. Silicate detritus, including silicate minerals, rock fragments, and 
glass shards, can also be generated by explosive volcanism. Siliciclastic sedimenta
ry rocks that formed mainly from the products of explosive volcanism are called 
volcaniclastic rocks. Chemical/biochemical sedimentary rocks are composed of 
minerals precipitated mainly from ocean or lake water by 'inorganic (chemical) 
and/or organic (biogenic) processes. They include limestone, chert, evaporites 
such as gypsum, phosphorites, and iron-rich sedimentary rocks. Evaporites are 
probably precipitated entirely by inorganic processes resulting from evaporation of 
lake or seawater. Biogenic processes, as well as inorganic processes, play an impor
tant tole in the formation of many limestones and likely play some role in the ori
gin of .chert, phosphorites, and iron-rich sedimentary rocks. Carbonaceous 
sedimentary rocks contain a substantial amow1t (>-15 %) of highly altered remains 
of the soft tissue of plants and animals, referred to as organic matter. The principal 
carbonaceous rocks are coal and oil shale. Carbonaceous sedimentary rocks make 
wp only a small fraction of the total sedimentary record; however, these rocks (es
pecia11y coals) have great economic importance as fossil fuels. 

Distribution of Sedimentary Rocks 
in Time and Space 

Sedimentary rocks are confined to Earth's outer crust, where they make up only 
5-10 percent of the outer 10 miles (16 km) or so of the crust. On the other hand, 
they are the most common rocks at Earth's surface. Sedimentary rocks and sedi
ments cover nearly three-fourths of Earth's land surface and most of the ocean 
floor. They range in age from Precambrian to modern. The first sedimentary rocks 
were deposited nearly four billion years ago, at which time most of Earth's surface 
was .;overed with volcanic rocks. The relative proportion of sedimentary rocks at 
Earth's surface has increased progressively with time, as weathering processes 
brought about decomposition of other kinds of rock and deposition of the decom
position products to form sedimentary rocks. 

xvii 



xviii Introduction 

Sedimentology Versus Stratigraphy 

The record of Earth history locked up in sedimentary rocks dates back almost four 
billion years. It is the study of this reservoir of Earth history that constitutes the 
sciences of sedimentology and stratigraphy. Sedimentology is the scientific study 
of the classification, origin, and interpretation of sediments and sedimentary 
rocks. It is often difficult to draw a sharp distinction between sedimentology and 
stratigraphy, which is defined simply and broadly as the science of rock strata. In 

generaC however, sedimentology is concerned with the physical (textures, struc
tures, mineralogy), chemicaC and biologic (fossils) properties of sedimentary 
rocks and the processes by which these properties are generated. It is these prop
erties that provide much of the basis for interpreting the physical features, climate, 
and environmental conditions of Earth in the geologic past. Stratigraphy, on the 
other hand, is concerned more with age relationships of strata, successions of 
beds, local and worldwide correlation of strata, and stratigraphic order and 
chronological arrangement of beds in the geologic column. Stratigraphy finds spe
cial applications in the study of plate reconstructions (plate tectonics) and in the 
unraveling of the intricate history of landward and seaward movements of ocean 
shorelines (transgressions and regressions) and rise and fall of sea level through 
time. Particularly exciting developments in stratigraphy have come about recent
ly by applying the principles of seismology and paleomagnetism to stratigraphic 
problems. 

Brief History of Sedimentology 
and Stratigraphy 

Sedimentologic and stratigraphic study date back to about A.D. 1500 with the ob
servations of Leonardo da Vinci on fossils in sedimentary rocks of the Italian 
Apem1ines. Since that time, a steady drumbeat of progress in understanding sedi
mentary rocks has taken place, punctuated at intervals by significant new devel
opments in tools and techniques for studying sedimentary rocks and emergence 
of new concepts and ideas about their origin. Especially noteworthy among these 
seminal events were (1) initiation of the use of the microscope to study fossils by 
Robert Hooke in the latter part of the 1 �1 century, (2) elucidation of the concept of 
uniformitarianism (loosely, the present is the key to the past) by James Hutton in 
the late 181h century, (3) the birth of biostratigraphy (study and interpretation of 
sedimentary rocks on the basis of the fossils they contain) by William Smith in the 
early 19th century, (4) application of the petrographic microscope to study of sedi
mentary rocks by Henry Clifton Sorby around 1850, (5) development of one of the 
most far-reaching concepts in geologic philosophy-seafloor spreading and global 
plate tectonics-in the early 1960s, and (6) emergence of the concepts of seismic 
stratigraphy (study of seismic data for the purpose of extracting stratigraphic in
formation), sequence stratigraphy (application of the concept of depositional se
quences to stratigraphic interpretation), and magnetostratigraphy (study of rock 
magnetism as a stratigraphic tool) in the 1960s and 1970s. The pace of new devel
opments in sedimentology and stratigraphy continues to the present time, 
spurred by the availability of technologically advanced laboratory tools such as 
the scanning electron microscope and mass spectrometer and development of ad
vanced field procedures such as the ability to drill deep holes in the ocean floor 
and recover sediment cores in water several thousand meters deep. 



Why Study Sedimentary Rocks? 

The sheer abundance of sedimentary rocks at Earth's surface provides a partial 
answer to a question frequently asked by students, "Why should we study sedi
mentary rocks; why bother?" In addition to their abundance, however, they are 
also important because of information they yield about Earth's history and be
cause of the economic products they contain. All geologic study is aimed in one 
way or another at developing a better understanding of Earth's history. All rocks, 
whether sedimentary, igneous, or metamorphic, contain clues to some aspect of 
this history, but sedimentary rocks are unique with regard to the information they 
provide. From the composition, textures, structures, and fossils in sedimentary 
rocks, experienced geologists can decipher clues that provide insight into past cli
mates, oceanic environments and ecosystems, the configurations of ancient land 
systems, and the locations and compositions of ancient mountain systems long 
since vanished. Thus, study of sedimentary rocks forms the primary basis for the 
sciences of paleoclimatology (study of climates throughout geologic time), paleo
geography (study and description of the physical geography of Earth's past), pa
leoecology (study of the relationship between ancient organisms and their 
environment), and paleooceanography (study of the characteristics of ancient 
oceans). In addition, many sedimentary rocks have economic significance. Most of 
the world's oil and gas and all of its coal are contained in sedimentary rock suc
cessions. Iron-bearing minerals, uranium minerals, evaporite minerals, phosphate 
minerals, and many other economically valuable minerals also occur in these 
rocks. 

Thus, the disciplines of sedimentology and stratigraphy, while having their 
roots in studies dating back to the early 161h century, are still vibrant, exciting, 
growing d·iscip1ines. l hope that this book will help students capture some of this 
sense of excitement: It provides an integrated view of sedimentology and stratig
raphy. The first few .chapters are devoted to description and discussion of the 
processes that form sedimentary rocks, the physical, chemical, and biological 
properties of rocks that result from these processes, and. the principal kinds of sed
imentary rocks. Succeeding chapters deal w�th sedimentary environment and 
their interpretation from the rock record; stratigraphic relationships revealed 
through study of litho'logy, seisntic reflection characteristics, remanent magnet
ism, fossils, and radiometric ages; and basin analysis, which is the integrated sed
imentological and stratigraphic study of sedimentary rocks. 

Additional Sources of Information 

Numerous references are made throughout this book to research papers that pro
vide detailed information about particular topics. In addition, a list of pertinent 
monographs is provided at the end of each chapter. Readers should find these re
search papers and books a useful starting point for additional literature research. 
Finally, Appendix E furnishes an extended list of Web sites where online informa
tion about sedimentology and stratigraphy is available. 

Introduction xix 



Origin and Transport of 
Sedimentary Materials 

Sediment transport in the braided Kongakut River, Arctic National Wildlife Refuge, Alaska 

1 



2 

S
edimentary rocks form through a complex set of processes that begins with 
weathering, the physical disintegration and chemical decomposition of 
older rock to produce solid particulate residues (resistant minerals and rock 

fragments) and dissolved chemical substances. Some solid products of weather
ing may accumulate in situ to form soils that can be preserved in the geologic 
record (paleosols). Ultimately, most weathering residues are removed from weath
ering sites by erosion and subsequently transported, possibly along with frag
mental products of explosive volcanism, to more distant depositional sites. 

Transport of siliciclastic detritus to depositional basins can involve a variety 
of processes. Mass-transport processes such as slumps, debris flows, and mud flows 
are important agents in the initial stages of sediment transport from weathering 
sites to valley floors. Fluid-flow processes, which include moving water, glacial 
ice, and wind, move sediment from valley floors to depositional basins at lower el
evations. When transport processes are no longer capable of moving sediment, 
deposition of sand, gravel, and mud takes place, either subaerially (e.g., in desert 
dune fields) or subaqueously in river systems, lakes, or the marginal ocean. Sedi
ment deposited at the ocean margin may be reentrained and retransported tens to 
hundreds of kilometers into deeper water by turbidity currents or other transport 
processes. Sediments deposited in basins are eventually buried and undergo 
physical and chemical changes (diagenesis) resulting from increased tempera
ture, pressure, and the presence of chemically active fluids. Burial diagenetic 
processes convert siliciclastic sediments to lithified sedimentary rock: conglomer
ate, sandstone, shale. 

Weathering processes also release from source rocks soluble constituents 
such as calcium, magnesium, and silica that make their way in surface water and 
groundwater to lakes or the ocean. When concentrations of these chemical ele
ments become sufficiently high, they are removed from water by chemical and 
biochemical processes to form "chemical" sediments. Subsequent burial and dia
genetic alteration of these sediments generates lithified sedimentary rock: lime
stone, chert, evaporites, and other chemical/biochemical sedimentary rocks. 

In summary, the origin of sedimentary rocks involves weathering of older 
rock to generate the materials that make up sedimentary rock, erosion and trans
port of weathered debris and soluble constituents to depositional basins, deposi
tion of this material in continental (terrigenous) or marine environments, and 
diagenetic alteration during burial to ultimately produce lithified sedimentary 
rock. Because weathering plays such a critical role in generating the solid parti
cles and chemical constituents that make up sedimentary rocks, Chapter 1 focus
es on the physical and chemical processes of weathering, the nature of the 
resulting weathering products, and a brief discussion of soils. Chapter 2 contin
ues with a detailed discussion of the various processes by which sediment grains 
are transported from weathering sites to depositional basins. Other aspects of the 
origin of sedimentary rocks are introduced and discussed in succeeding chapters, 
as appropriate. 



Weathering and Soils 

1.1 INTRODUCTION 

W
eathering involves chemical, physical, and biological processes, al
though chemical processes are by far the most important. A brief sum
mary of weathering processes is presented here to illustrate how 

weathering acts to decompose and disintegrate exposed rocks, producing particu
late residues and dissolved constituents. These weathering products are the 
source materials of soils and sedimentary rocks; thus, weathering constitutes the 
first step in the chain of processes that produce sedimentary rocks. 

It is important to understand how weathering attacks exposed source rocks 
and what remains after weathering to form soils and be transported as sediment 
and dissolved constituents to depositional basins. The ultimate composition of 
soil and terrigenous sedimentary rock bears a relationship to the composition of 
their source rock; however, study of residual soil profiles shows that both the min
eral composition and the bulk chemical composition of soils may differ greatly 
from those of the bedrock on which they form. Some minerals in the source rock 
are destroyed completely during weathering, whereas more chemically resistant 
or stable minerals are loosened from the fabric of the decomposing and disinte
grating rock and accumulate as residues. During this process, new minerals such 
as iron oxides and clay minerals may form in situ in the soils from chemical ele
ments released during breakdown of the source rocks. Thus, soils are composed of 
survival assemblages of minerals and rock fragments derived from the parent 
rocks plus any new minerals formed at the weathering site. Soil composition is 
governed not only by the parent-rock composition but also by the na ture, intensi
ty; and duration of weathering and soil-forming processes. It follows from this 
premise that the composition of terrigenous sedimentary rocks such as sand
stones, which are derived from soils and other weathered materials, is also con
trolled by parent-rock composition and weathering processes. 

Most ancient soils were probably eroded and their constituents transported to 
furnish the materials of sedimentary rocks; however, some survived to become 
part of the geologic record. We call these ancient soils paleosols. Weathering and 
soil-forming processes are significantly influenced by climatic conditions. Geolo
gists are greatly interested in the study of past climates, called paleoclimatology, 
because of this relationship and because paleoclimates also influenced past sea lev
els and sedimentation processes as well as the life forms on Earth at various times. 

3 
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In this chapter, we examine the principal processes of subaerial weathering 
and discuss the nature of the particulate residues and dissolved constituents 
that result from weathering. We also consider the less important but highly in
teresting processes of submarine weathering. Submarine weathering includes 
both the interaction of seawater with hot oceanic rocks along mid-ocean 
ridges-a process that leaches important amounts of chemical constituents from 
hot crustal rocks-and low-temperature alteration of volcanic rocks and sedi
ments on the ocean floor. Finally, we take a brief look at soils and paleosols and 
discuss important soil-forming processes and the factors, such as climate, that 
influence soil development. 

1.2 SUBAERIAL WEATHERING PROCESSES 

Physical Weathering 

Physical (mechanical) weathering is the process by which rocks are broken into 
smaller fragments through a variety of causes, but without significant change in 
chemical or mineralogical composition. Except in extremely cold or very dry cli
mates, physical and chemical weathering act together, and it is difficult to separate 
their effects. 

Freeze-Thaw (Frost) Weathering 

Disruption of rock fabrics owing to stresses generated by freezing and thawing of 
water in rock fractures is an important physical weathering process in climates 
where recurring, short-term changes from freezing to thawing temperatures take 
place. Water increases in volume by about 9 percent when it changes to ice, creat
ing enough pressure in tortuous rock fractures to crack most types of rock. To be 
effective, water must be trapped (sealed by freezing) within the rock body, and re
peated freezing and thawing are necessary to allow progressive disintegration of 
the rock, which occurs very slowly. Other processes, such as the movement of 
water into a freezing zone rather than conversion of water in place to ice, may 
also, or alternatively, cause freeze-thaw expansion of cracks (Bland and Rolls, 
1998, p. 89). 

Freeze-thaw weathering commonly produces large, angular blocks of rock 
(Fig. 1.1) but may also cause granular disintegration of coarse-grained rocks such 
as granites. The presence of microfractures and other microstructures exerts an 
important control on the sizes and shapes of shattered blocks. Mechanically weak 
rocks such as shales and sandstones tend to disintegrate more readily than do 
hard, more strongly cemented rocks such as quartzites and igneous rocks. 

Insolation Weathering 

Expansion of rock surfaces heated by the Sun (insolation) followed by contraction 
as the temperature falls can allegedly weaken bonds along grain boundaries and 
cause subsequent flaking off of rock fragments or dislodging of mineral grains. A 
thermal gradient is set up between the surface and interior of a rock that has been 
heated; the rock surface expands more than the interior, creating stresses. These 
stresses presumably lead to formation of small cracks and possibly granular disin
tegration (Oilier and Pain, 1996, p. 26). Once a small crack in a rock's surface ex
pands with heating, silt or sand particles may sift into the crack and prevent it 
from closing when the rock cools. Repeated heating and cooling causes the crack 
to grow wider and wider, resulting in small-scale disruption of the rock surface. 
These kinds of physical changes are caused mainly by heating from sunshine but 
may also result from fires (e.g., Allison and Goudie, 1994}. Although observations 
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in desert areas suggest that insolation weathering does occur, heating and cooling 
experiments in the laboratory have not yielded conclusive proof that insolation 
weathering is an important process. The concept remains controversial. 

Salt Weathering 

High temperatures in desert environments also tend to promote wea thering 
caused by the crystallization of salts in pore spaces and fractures (Sperling and 
Cooke, 1980; Watson, 1992; Bland and Rolls, 1998). Evapora tion of water concen
trates dissrJl'!ied salts in saline solutions that have access to wck fractures and 
pores. Growth of salt crystals generates internal pressures (crystallization pres
sures) that can force cracks apart or cause granular disintegration of weakly ce
mented rocks. Expansion pressures may also be generated when salts in fractures 
become hydrated (absorb water) and expand. Salt weathering is most common in 
semiarid regions but can occur also along seacoasts where salt spray is blown onto 
sea cliffs. 

Wetting and Drying 

Alternate wetting and drying of soft or poorly cemented rocks such as shales caus
es fairly rapid breakdown of the rocks, and most disintegration may occur during 
the drying cycle. The exact causes of disintegration are not weU understood, but 
drying may lead fo negative pore pressures and consequent tensile stresses (con
traction) that tend to pull the rock apart. On the other hand, absorption of water 
during w�tti11g phases creates "swelling" pressures that push cracks apart. Disinte
gration by wetting and drying appears to be particularly effective on well-exposed, 
steep diff faces where 1oosened fragments fall off and expose fresh surfaces. 

Stress-Release Weathering 

A rock unit buried below a land surface experiences high compressional stresses 
because of the weight of the overlying rock. If some of the overlying rock is re
moved by erosion, compressional stresses on the rock unit are reduced and the 

Figure 1.1 
Large, angu lar blocks of 
rock generated by freeze
thaw weathering of thin
bedded sandstones and 
mudstones of the Cann ing 
Formation (Paleocene) ex
posed along the Canning 
River, Arctic National 
Wildlife Refuge, Alaska. 
(Photograph by C.]. 
Schenk, U.S. Geological 
Survey Open File Report 
98-34, The oil and gas re
source potential of the Arc
tic National Wildlife Refuge 
1002 Area, Alaska, 1999.] 
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Figure 1.2 
Spheroidal weathering in 
granite. Note how succes
sive, thin layers of weath
ered rock are spalled off to 
produce a spheroidal core. 

rock unit "rebounds" upward. Expansion of the rock upward creates tensile 
stresses (pulls the rock apart), causing fractures to develop that are oriented near
ly parallel to the topographic surface. These fractures divide the rock into a series 
of layers or sheets; hence, this process of crack formation is often called sheeting. 
These layers increase in thickness with depth and may exist for several tens of me
ters below Earth's surface. Sheeting is most conspicuous in homogeneous rocks 
such as granite but may occur also in layered rock, such as massive sandstone. 

Other Physical Processes 

Other factors that may contribute to mechanical weathering under certain condi
tions include volume increases caused by absorption of water (hydration) by clay 
minerals or other minerals; volume changes caused by alteration of minerals 
such as biotite and plagioclase to clay minerals; growth of plant roots in the 
cracks of rocks; plucking of mineral grains and rock fragments from rock surfaces 
by lichens as they expand and contract in response to wetting and drying; and 
burrowing and ingestion of soils and loosened rock materials by worms or other 
organisms. 

Some physical weathering effects may be the result of ,two or more processes 
operating together. Exfoliation, the peeling 0ff of large, curved sheets or slabs of 
rock from the weathered smfaces of an ol!ltcrop, is an apposite example. Sh-ess re
lease may create initial fractures, which then allmv the entry of water that further 
widens fractures by freeze-thaw or other processes. Spheroidal weathering is 
smaller-scale weathering of roughly cubic rock masses, cut by intersecting joints, 
causing layers or "skins" to spall off to produce spheroidal cores (Fig. 1.2). The 
fractures that separate the weathering rinds may form in response to stress re
lease or possibly thermal changes (Taylor and Eggleton, 2001, p. 166); entry of 
water into fractures promotes additional physical stresses arising from freeze
thaw or chemical processes such as those mentioned in the preceding paragraph. 
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Chemical Weathering 

Chemical weathering involves changes that can alter both the chemical and the 
mineralogical composition of rocks. Minerals in the rocks are attacked by water 
and dissolved atmospheric gases (oxygen, carbon dioxide), causing some compo
nents of the minerals to dissolve and be removed in solution. Other mineral con
stituents recombine in situ and crystallize to form new mineral phases. These 
chemical changes, along with changes caused by physical weathering, disrupt the 
fabric of the weathered rock, producing a loose residue of resistant grains and sec
ondary minerals. Water and dissolved gases play a dominant role in every aspect 
of chemical weathering. Because some water is present in almost every environ
ment, chemical weathering processes are commonly far more important than 
physical weathering processes, even in arid climates. Nevertheless, owing to the 
low temperatures of the weathering environment ( <30°C), chemical weathering 
occurs very slowly. The processes of chemical weathering are listed and briefly de
scribed in Table 1 . 1, along with selected examples of new minerals formed in situ 
during the weathering processes. 

Major Chemical Weathering Processes 

Simple Solution. Simple solution (congruent dissolution) occurs when a mineral 
goes into solution completely without precipitation of other substances (e.g., Birk
land, 1999, p .  59). Simple solution of highly soluble minerals such as calcite, 
dolomite, gypsum, and halite, and even less soluble minerals such as quartz, oc
curs during exposure to meteoric water (rainwater). Chemical bonds between ions 
in the minerals are broken, destroying the minerals and releasing constituent ions 
into solution in surface and groundwaters. If carbon dioxide is dissolved in the 
rainwater through interaction with atmospheric or soil C02, the usual case in the 
weathering environment, the solubilizing ability of water is enhanced. Dissolu
tion of C02 in water forms carbonic acid (H2C03-this is what you consume in 
your soft drinks), which subsequently dissociates to produce hydrogen ions and 
carbonate ions (C02 + H20 � H2C03 � H-r + HCO;l). Increase in H-r ions, rela
tive to oH- ions, makes meteoric waters more acidic and thus more aggressive dis
solution agents, particularly for carbonate minerals. Simple solution of this type is 
an important weathering process, particularly in moderately wet climates where 
carbonate rocks or evaporites are present near the surface or at the water table. 

Hydrolysis. Hydrolysis is an extremely important chemical reaction between sili
cate minerals and acids that leads to the breakdown of the silicate minerals and re
lease of metal cations and silica, but the reaction does not lead to complete 
dissolution of the minerals. In other words, the amount of ions from the mineral 
that are taken into solution during weathering does not correspond to the for
mula of the weathering mineral. This kind of incomplete dissolution is called 

Box 1.1 pH 
The acidity or alkalinity of a solution is expressed by its pH. The pH is defined as 
the negative logarithm to the base 10 of the approximate hydrogen-ion concen
tration in moles per liter. The pH scale extends from 0 to 14, corresponding to H+ 
concentrations ranging from 10° to 10-14. For example, a solution containing a H+ 
concentration of 10-1 moles per liter has a pH of 1, an H+ concentration of 
yields a pH of 7, and so forth. Solutions with a pH of 7 are considered neutral. 
Acids have pH values lower than 7 and bases have values greater than 7. 

7 
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"Jable 1.1 Principal processes of chemical weathering 

Most important processes 

Simple (congruent) Solution-Dissolution 
of soluble minerals in H20 (direct solution) 
or in H20 + C02 (carbonation) to 
yield cations and anions in solution 

Hydrolysis (incongruent dissolution)

Reaction between H+ and OH- ions of 
water and the ions of silicate minerals, 
yielding soluble cations, silicic acid, and 
clay minerals (if AI present) 

Oxidation-Loss of an electron from an 
, element (commonly Fe or Mn) in a mineral, 

resulting in the formation of oxides or 
hydroxides (if water p resent) 

Other Processes 

Hydration and Dehydration-Gain 
(hydration) or Joss (dehydration) of 
water molecules from a mineral, 
resulting in formation of a new mineral 

Ion Exchange-Exchange of ions, principally 
cations, between solutions and minerals 

Chelation-Bonding of metal ions to organic 
molecules having ring structures 

Note: aq = aqueous 

Examples 

Si02 + 2H20 -- H4Si04 (direct solution) 
(quartz) (silicic acid) aq 

CaC03 + H20 + C02 ._ Ca2+ + 2HC03-(Carbonation) 
(calcite) aq aq 

2KA!Si30s + 2H+ +9H20 -- H4Al2Si209 + 4H4Si04 + 2K+ 
(orthoclase) aq (kaolinite) (silicic acid) aq 

2NaA!Si308 + 2H+ + 9H20 -- H4Al2Si209 + 4H4Si04 + 2Na+ 
(albite) aq (kaolinite) (silicic acid) aq 

2-
2FeSz + 15/202 + 4H20 -- Fe203 + 4S04 + 8H+ 
(pyrite) (hematite) aq aq 

MnSi03 + 1 / 202 + 2H20 -- Mn02 + �Si04 
(rhodonite) (pyrolusite) (silicic acid) 

Fe203 + HzO ._ 2Fe00H (hydration) 
(hematite) (goethite) 

CaS04 · 2H20 ._ CaS04 + 2H20 (dehydration) 
(gypsum) (anhydrite) 

K-clay + Mi+ ._ Mg-clay + K+ 
Ca-zeolite + Na+ ._ Na-zeolite + Ca2+ 

Metal ions (cations) + chelating agent (e.g., secreted 
by lichens) - H+ ions + chelate (metal ions/ organic 
molecules in solution) 

Principal kinds of rock 
materials affected 

Highly soluble minerals (e.g., 
gypsum, halite), quartz 

Carbonate rocks 

Silicate minerals 

Iron- and manganese-bearing 
silicate minerals, iron sulfides 

Ferric oxides 

Evaporites 

Clay minerals and zeolites 

Silicate minerals 
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incongruent dissolution. If aluminum is present in the minerals undergoing incon-
gruent dissolution during weathering, clay minerals such as kaolinite, illite, and 
smectite may form as a by-product of hydrolysis. For example, orthoclase feldspar 
can break down to yield kaolinite or illite, albite (plagioclase feldspar) can decom-
pose to kaolinite or smectite, and so on, as illustrated by the reactions in Table 1 . 1 .  
As mentioned, the H+ ions shown in Table 1 . 1  are commonly supplied by the dis-
sociation of C02 in water. Thus, the more C02 that is dissolved in water, the more 
aggressive the hydrolysis reaction. Hydrolysis can also take place in water con-
taining little or no dissolved C02, with H+ ions being supplied either by clay min-
erals that have a high proportion of H+ ions in cation exchange sites or by living 
plants, which create an acid environment. Most of the silica set free during hy-
drolysis goes into solution as silicic acid (H4Si04); however, some of the silica 
may separate as colloidal or amorphous Si02 and be left behind during weather-
ing to combine with aluminum to form clay minerals. Hydrolysis is the primary 
process by which silicate minerals decompose during weathering. A more rigor-
ous and detailed discussion of this process is given by Nahon (1991, p. 7). 

Oxidation and Reduction. Chemical alteration of iron and manganese in silicate 
minerals such as biotite and pyroxenes, caused by oxygen dissolved in water, is an 
important weathering process because of the abundance of iron in the common 
rock-forming silicate minerals. An electron is lost from iron during oxidation 
(Fe2

+ -+ Fe3+ + e-, where e- electron transfer), which causes loss of other 
cations such as Si4+ from crystal lattices to maintain electrical neutrality. Cation 
loss leaves vacancies in the crystal lattice that either bring about the collapse of the 
lattice or make the mineral more susceptible to attack by other weathering 
processes. Oxidation of manganese minerals to form oxides and silicic acid or 
other soluble products is a less important but common weathering process. An
other element that oxidizes during weathering is sulfur. For example, pyrite 
(FeSz) is oxidized to form hematite (Fez03),  with release of soluble sulfate ions. 
Under some conditions where material undergoing weathering is water saturat
ed, oxygen supply may be low and oxygen demand by organisms high. These 
conditions can bring about reduction of iron (gain of an electron) from Fe3+ to 
Fe2+. Ferrous iron (Fe2+)  is more soluble, and thus more mobile, than ferric iron 
(Fe3+) and may be lost from the weathering system in solution. 

Other Chemical Weathering Processes. Although simple solution, hydrolysis, and 
oxidation are the most important chemical weathering processes, under certain 
conditions several other processes can facilitate chemical weathering of minerals. 
Hydration is the process whereby water molecules are added to a mineral to form 
a new mineral. Common examples of hydration are the addition of water to 
hematite to form goethite, or to anhydrite to form gypsum. Hydration is accom
panied by volume changes that may lead to physical disruption of rocks. Under 
some conditions, hydrated minerals may lose their water, a process called 
dehydration, and be converted to the anhydrous forms, with accompanying de
crease in mineral volume. Dehydration is relatively uncommon in the weathering 
environment because some water is generally present. 

Ion exchange is a process whereby ions in a mineral are exchanged with ions 
in solution; for example, the exchange of sodium for calcium. Most ion exchange 
takes place between cations (positively charged ions), but anion exchange also oc
curs. This reaction causes one mineral to be altered to another (new) mineral and, 
in the process, releases soluble ions into solution. Ion exchange is particularly im
portant in alteration of one clay mineral to another (e.g., alteration of smectite to 
illite). Ion exchange also plays a role in alteration of one kind of zeolite to another 
(e.g., alteration of heulandite, a Ca-zeolite to analcime, a Na-zeolite). 

9 



1 0 Chapter 1 I Weathering and Soils 

Chelation involves the bonding of metal ions to organic substances to form or
ganic molecules having a ring structure (e.g., Boggs, Livermore, and Seitz, 1985). 
During weathering, chelation (i.e., organic complexing) performs the dual role of re
moving cations from mineral lattices and also keeping the cations in solution until 
they are removed from the weathering site. Chela ted metal ions will remain in solu
tion under pH conditions and at concentrations at which nonchelated ions would 
normally be precipitated. The bonding of aluminum or iron with a complexing 
agent, and subsequent removal of these elements from a rock, is of particular im
portance. A good example of natural chelation is provided by lichens that increase 
the rate of chemical weathering on rock surfaces on which they grow by secreting 
organic chelating agents. In addition to their role as chelating agents, plants also en
hance chemical weathering processes by retaining soil moisture and by acidifying 
waters by release of C02 and various types of organic acids during decay. 

Weathering Rates 

Determining the rate at which weathering takes place is a difficult and uncertain 
task. Various techniques are used to evaluate weathering rates: estimating the rate 
at which the landscape is lowered, estimating the rate at which bedrock is con
verted into soil, estimating the volume of solid detritus removed from weathering 
sites by streams, and making chemical mass-balance calculation<5 to evaluate the 
amount of soluble material removed in surface water and groundwater. Weather
ing processes proceed at different rates depending upon the climate and the min
eral composition and grain size of the rocks undergoing weathering. Physical 
weathering processes may be quite effective in moderately cold climates (freeze
thaw) or arid climates (salt weathering), whereas chemical weathering processes 
are accelerated in humid, hot climates. Average rainfall is known to be a control
ling factor in the rate of chemical weathering (Nahan, 1991, p. 4); however, the in
fluence of temperature on weathering rate is difficult to quantify although we 
know that the rate of chemical reactions is accelerated by increasing temperature. 
Slope of the land surface is also important. Weathering tends to be more effective 
on low to moderate slopes as compared to steep slopes. Water is more likely to be 
retained on low slopes, and material undergoing weathering remains for a longer 
time before being removed by erosion. 

The rate of weathering of silicate rocks, such as granite and gneiss, of a given 
grain size may be related to the relative chemical stabilities of the common rock
forming silicate minerals. Table 1.2 shows the order of relative stability to weath
ering of the most important mafic and felsic minerals, as determined by Goldich 
(1938) through empirical study of sand- and silt-size particles in soil profiles. 
Readers will recognize this order as the same as that in which minerals crystallize 
in Bowen's reaction series. Minerals that crystallize at high temperatures (e.g., 
olivine) have the greatest degree of disequilibrium with surface weathering tem
peratures and thus tend to be less stable than minerals that crystallize at lower 
temperatures (e.g., quartz). Furthermore, the high-temperature minerals are 
bonded with weaker ionic or ionic-covalent bonds, whereas quartz is bonded with 
strong covalent bonds. Jackson (1968) suggests that the stability of very fine size 
(day-size) particles may differ somewhat from that of larger particles (Table 1 .2). 

Rates of weathering must take into account both physical and chemical 
processes, and they are very likely to be site specific. Therefore, it is probably un
wise to generalize too much about weathering rates. In particular, there is no rule 
of weathering susceptibility that can be applied generally to sedimentary rocks. 
Rates of weathering of these rocks are a function of the mineralogy, the amount 
and type of cement in the rocks, and the climate. For example, limestones weather 
rapidly by solution in wet climates and much more slowly in very arid or very 
cold climates. Quartz-rich sandstones cemented with silica cement weather very 
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�ta . . ... �lanv¢ �tabilitjr ofcQll1lttonsart&s�ttfiri�r�1s�2�at1� 
9\l& .. .clay�size min�rajs und�r conditions of .,yea�fing · ·  

Sand- and silt-size minerals* 

Mafic minerals 

Olivine 

Pyroxene 

Amphibole 

Biotite 

Felsic minerals 

Ca plagioclase 

Ca-N a plagioclase 
Na-Ca plagioclase 
Na plagioclase 

K -feldspar, 
muscovite, quartz 

(Increasing stability) 

Sourre: "Goldich (1938); '* jackson (1968). 

Clay-size minerals** 

1. Gypsum, halite 

2. Calcite, dolomite, apatite 
3. Olivine, amphiboles, pyroxenes 
4. Biotite 
5. Na plagioclase, Ca plagioclase, 

K-feldspar, volcanic glass 
6. Quartz 
7. Muscovite 
8. Vermiculite (day mineral) 
9. Smectite (clay mineral) 

10. Pedogenic (soil) chlorite 
1 1 .  Allophane (day mineral) 
12. Kaolinite, halloysite (clay minerals) 

. 13. Gibbsite, boehmite (clay minerals) I 14. Hematite, goethite, magnetite 

I 
15. Anatase, titanite, rutile, ilmenite (all, 

titanium-bearing minerals), zircon 

slowly under most climatic conditions. Finally, it is likely that rates of weathering 
have varied throughout geologic time depending upon climatic conditions and 
vegetative cover. Prior to the development of land plants in early Paleozoic time, 
absence of plant cover to hold soil moisture and contribute organic acids probably 
slowed rates of chemical weathering while contributing to increased rates of phys
ical erosion. 

Products of Subaerial Weathering 

Subaerial weathering generates three types of weathering products that are im
portant to the formation of sedimentary rocks (Table 1.3): (1) source-rock residues 
consisting of chemically resistant minerals and rock fragments derived particular
ly from siliceous rocks such as granite, rhyolite, gneiss, and schist, (2) secondary 
minerals formed in situ by chemical recombination and crystallization, largely as a 
result of hydrolysis and oxidation, and (3) soluble constituents released from par
ent rocks mainly by hydrolysis and solution. Until they are removed by erosion, 
residues and secondary minerals accumulate at the weathering site to form a soil 
mantle composed of particles of various compositions and of grain sizes ranging 
from clay to gravel. Grain size and composition depend upon the grain size and 
composition of the parent rock and upon the nature and intensity of the weather
ing process. These characteristics of the weathering environment are in turn func
tions of climate, topography, and duration of the weathering process. 

Source Rock Residues 

The residual particles in young or immature soils developed on igneous or meta
morphic rocks may include, in addition to rock fragments, assemblages of minerals 
with low chemical stability: e.g., biotite, pyroxenes, hornblende, and calcic plagio
clase. Mature soils, developed after more prolonged or intensive weathering of 
these rocks, commonly contain only the most stable minerals: quartz, muscovite, 
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T.lble 1.3 Principal kinds of product$ formed by subaerial weathering processes and the types 
of sedimentary ro"cks ultimately formed from these products 

Weathering process 

Physical weathering 

Chemical weathering 

Hydrolysis 

Simple solution 

Oxidation 

Type of 
weathering product 

Particulate residues 

Soluble constituents 

Secondary minerals 

Soluble constituents 

Secondary minerals 

Soluble constituents 

Example 

Silicate minerals such as 
quartz and feldspar; all 
types of rock fragments 

Silicic acid (H4Si04); K+, 
Na+, Mg2+, Ca2+, etc. 

Clay minerals 

Silicic acid; K+, Na+, 
M�+, Ca2+, HC03, 
so}-, etc. 

Ferric oxides ( Fe200H ); 
manganese oxides 
(MnOz) 

Silicic acid; SO/-

Ultimate 
depositional product 

Sandstones, conglomerates, 
mudrocks 

Cherts, limestones, 
etc. 

Mudrocks (shales) 

Limestones, evaporites, 
chert, etc. 

Minor constituent in 
siliciclastic rocks 

Chert, evaporites, etc. 

and perhaps potassium feldspars. Because the silicate minerals that make up sili
ciclastic sedimentary rocks such as sandstones have already passed through a 
weathering cycle before the siliciclastic rocks were formed, the weathering prod
ucts of these rocks tend to be depleted in easily weathered minerals. Thus, even 
yonng soils developed on siliciclastic sedimentary rocks may have assemblages of 
mature minerals. Weathering of limestones by solution produces thin soils com
posed of the fine-size insoluble silicate and iron oxide residues of these rocks. 

Secondary Minerals 

Secondary minerals developed at the weathering site are dominantly clay miner
als, iron oxides or hydroxides, and aluminum hydroxides. The common sec
ondary iron minerals include goethite, limonite, and hematite. The weathering 
products reflect both tl1e nature and the intensity of the weathering process and 
the composition of the parent rock. Clay minerals formed in imma ture soils 
under only moderately intense chemical weathering conditions may be illites or 
smectites. More prolonged and intense leaching conditions lead to formation of 
kaolinite. Under extremely intense chemical weathering conditions, aluminum 
hydroxides such as gibbsite and diaspore are formed. These la tter clay minerals 
are aluminum ores. 

Comparing the chemical composition of unweathered silicate rocks with 
that of the weathering products of these rocks shows a net loss attributed to 
weathering of all  major cations except aluminum and iron (e.g., Krauskopf, 1979). 
In the oxidized state, a luminum and ferric iron (Fe3+ ) are both relatively insolu
ble. Although considerable silica is lost as soluble silicic acid during weathering, 
loss of Mg, Ca, Na, and K is comparatively much greater. Therefore, the relative 
abnndance of silica, aluminum, and ferric iron in the particulate weathering 
residues of silicate rocks is greater than that in the parent source rocks. 

Soluble Materials 

Soluble materials extracted from parent rocks by chemical weathering are re
moved from the weathering site in surface water or soil groundwater more or less 
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continuously throughout the weathering process. Ultimately these soluble 
products make their way into rivers and are carried to the ocean. The most abun-
dant inorganic constituents of rivers, representing the principal soluble products 
of weathering, are, in order of decreasing abundance, HC03 (bicarbonate), 
Ca2+, H4Si04 (silicic acid), SOi� (sulfate), Cl-, Na+, Mg2+, and K+ (Garrels and 
McKenzie, 1971). These constituents are the raw materials from which chemically 
and biochemically deposited rocks such as limestones and cherts are formed in 
the oceans. 

1.3 SUBMARINE WEATHERING PROCESSES 
AND P RODUCTS 

Although we commonly think of weathering as being a subaerial process, an im
portant kind of weathering also takes place on the ocean floor. Geologists have 
long recognized that sediments and rocks on the seafloor are altered by reaction 
with seawater, a process called halmyrolysis or submarine weathering. Halmyrol
ysis includes alteration of clay minerals of one type to another, formation of glau
conite from feldspars and micas, and formation of phillipsite (a zeolite mineral) 
and palagonite (altered volcanic glass) from volcanic ash. Dissolution of the siliceous 
and calcareous tests of organisms may also be considered a type of submarine 
weathering. Prior to the 1970s, submarine weathering processes had not received a 
great deal of research, and it was not recognized that they might have a significant 
effect on the overall chemical composition of the oceans. Our concept of the impor
tance of submarine weathering has changed dramatically since the mid-1970s be
cause studies of volcanic rocks and weathering processes on the seafloor show that 
submarine weathering of basalts, particularly on mid-ocean ridges, is an extremely 
important chemical phenomenon. This process results in both widespread hydra
tion and leaching of basalts as well as changes in composition of seawater owing to 
ion exchange during the reaction of seawater with basalt. 

Alteration of oceanic rocks occurs both at low temperatures (less than 20°C) 
and at higher temperatures ranging to �350°C. Low-temperature alteration takes 
place as seawater percolates through fractures and voids in the upper part of the 
ocean crust, perhaps extending to depths of 2-5 km. Olivine and interstitial glass 
in the basalts are replaced by smectite clay minerals, and further alteration may 
lead to formation of zeolite minerals and chlorite. As a result of these changes, 
chemical elements are exchanged between rock and water, and large volumes of 
seawater become fixed in the oceanic crust in hydrous clay minerals and zeolites. 

The discovery in 1977 of submarine thermal springs along the Galapagos 
Rift (Corliss et al., 1979) led to the awareness that large-scale hydrothermal activi
ty takes place in the ocean. Since that initial discovery, scientists using sub
mersible vehicles and water-sampling techniques have located many additional 
hot springs along mid-ocean ridges in both the Pacific and Atlantic oceans, as well 
as along convergent plate margins, in back-arc basins, and even on mid-plate vol
canoes in the Hawaiian chain (e.g., Karl et al., 1988; Parson, Walker, and Dixon, 
1995). These hot springs originate where seawater enters the ocean crust along 
fractures or other voids and comes in contact with hot volcanic rock. The heated 
water then flows out into the ocean through vents on the ocean floor and mixes with 
the overlying water. The heated water rises as hydrothermal plumes 100-300 m 
above the vent field. Exceptional plumes rising to heights of 1000 m have also 
been reported (e.g., Cann and Strens, 1989). 

At the sites of many oceanic hot springs, investigators have found spectacu
lar vents composed of sulfide, sulfate, and oxide deposits up to 10 m or more tall 
that discharge plumes of hot solutions (Fig. 1.3). These vents or chimneys are 
called black smokers if they discharge water containing suspended, fine-grained, 
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Figure 1.3 
A multiple-orifice black smoker, Faulty Towers complex, 
Mothra hydrothermal vent field, Endeavour Segment, 
juan de Fuca ridge. The constructional chimneys in the 
foreground were built by precipitation of sulfides and 
other minerals from heated water issuing from the vents 
at temperatures exceeding 250°(. [Photograph courtesy 
of john R. Delaney and Deborah S. Kelley, University of 
Washington School of Oceanography.) 

dark-colored minerals or white smokers if the water contains no suspended dark 
minerals (McDonald, Spiess, and Ballard, 1980). The temperature of the water 
when it emerges from the vents may exceed 350°C. When these hot solutions mix 
with seawater of ambient temperature, they precipi ta te various minerals, particu
larly pyrite ( Pe52) and chalcopyrite (CuFeS2 ) ,  to build sulfide deposits around 
the vents. The deposits of fossil hydrothermal systems have now been observed in 
ancient ocean�c ophiolite complexes exposed on land (e.g., Cann and Strens, 1989). 

Reactions between hot basalt and seawa ter play a role in regulating the 
chemical composition of seawater. Magnesium, sulfate, and sodium ions are re
moved from seawater during this exchange, whereas man.y other elements such as 
calcium, iron, manganese, silicon, potassiwn, lithium, and strontium are enriched 
in the seawater (Edmond et a!., 1982; Palmer and Edmond, 1989;. Von Damm, 1990). 
The entire ocean apparently circulates through ocean-floor hydrothermal systems 
on a time scale of 106-107 years, which has a si gnificant impact on the budget of 
several elements, including silica (Kadko et a!., 1995). 

The magnitude of hydrothermal alteration of basalts along mid-ocean ridges 
and its effect on ocean chemistry is still being investigated and uncertainties re
main; however, it now appears that circulation of ocean water through hydrother
mal systems throughout geologic time has added significant quantities of certain 
ions to the ocean, while removing others. Thus, both seafloor hydrothermal reac
tions and continental weathering processes supply the ocean with ions that may 
eventually be extracted to form chemically deposited rocks such as limestones, 
iron-rich sedimentary rocks, and cherts. Stanley and Hardie (1999) argue that 



changes in spreading rates along mid-ocean ridges, where hydrothermal activity 
takes place, have exerted a major control on the calcium and magnesium content 
of seawater throughout geologic time. High spreading rates result in significant 
adsorption and loss of magnesium with concomitant increase in calcium, thus 
causing a d ecrease in the ratio of magnesium to calcium (Mg/Ca). Low spreading 
rates have the opposite effect of increasing the Mg/Ca ratio. As discussed in 
Chapters 6 and 11, these changes have important implications regarding the kinds 
of calcium-carbonate minerals deposited in the ocean. 

1.4 SOI LS 

Considered from the standpoint of sedimentary-rock origin, we are perhaps more 
interested in the products of weathering than in the processes tha t bring about 
weathering, although it is useful for students to understand just how weathering 
processes operate to generate these products. The materials that make up sedi
mentary rocks are either siliciclastic grains derived from the land as a result of 
weathering (or explosive volcanism in some cases) or they are so-called "chemi
cal" minerals that were precipitated from ocean or lake water. The elements that 
make up these chemical minerals were released from parent rocks by chemical 
weathering processes operating on land and in the ocean. Thus, it is quite reason
able to consider that the generation of both siliciclastic and chemical/biochemical 
sedimentary rocks begins with weathering. 

Subaerial weathering products initially form soils of varied thickness over 
weathered bedrock. Throughout geologic time, most of these soils have ultimate
ly been stripped away and transported as sediment to sedimentary basins; how
ever, some soils are preserved to become part of the sedimentary record. Thus, 
because soils represent an incipient stage in the generation of siliciclastic sedi
mentary rocks and some are preserved i n  their own right, a discussion of soil
forming processes and the various kinds of soils that result from these processes 
is pertinent. 

Soil-Forming Processes 

Subaerial weathering processes generate a mantle of soil above bedrock. The char
acteristics and thickness of this soil mantle are a function of the bedrock lithology, 
the climate (rainfall, temperature), and the slope of the bedrock surface. These fac
tors govern the intensity of weathering and determine which minerals survive to 
become part of the soil profile, what new minerals are created in the soil, and the 
length of time soil materials remain before being eroded and transported to depo
sitional basins. On very steep slopes, for example, the weathered mantle may be 
removed so rapidly by erosion that little soil accumulates. 

In addition to the chemical and physical weathering processes that cause the 
breakdown of bedrock to form soils, several other biologic and chemical processes 
operate within soils over time to modify their characteristics (e.g., Birkland, 1999, 
p. lOS): 

1. Additions to the ground surface-Precipitation of dissolved ions in rainwater; 
influx of solid particles such as windblown dust; addition of organic matter 
from surface vegetation 

2. Transformations 
a. Decomposition of organic matter within soils to produce organic com

pounds 

b. Weathering of primary minerals; formation of secondary minerals, includ
ing iron oxides 

1 .4 Soils 1 5  
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3. Transfers 

a. Movement of solid or suspended material downward from one soil hori
zon to a lower horizon by groundwater percolation (eluviation) 

b. Accumulation of soluble or suspended material in a lower horizon (illuvia
tion) 

c. Transfer of ions upward by capillary movement of water and precipitation 
of ions in the soil profile 

4. Removals-Removal of substances still in solution to become part of the dis
solved constituents in groundwater or surface water 

5. Bioturbation of soil-Soil disruption by animals (e.g., ants, termites) and plants. 

This list of soil-forming processes is highly simplified. Buol et a!. (1 997, p. 1 12) rec
ognize and define more than two dozen soil-forming processes. These processes 
generate distinct soil horizons, which are collectively referred to as the soil profile. 
Further details of soil-forming processes may be found in additional readings list
ed at the end of this chapter. 

Soil Profiles and Soil Classification 

Soils are classified on the basis of the characteristic horizontal layers or horizons 
that are visible in road cuts, pits, and so on. The thickness and nature of these soil 
horizons are determined by the various soil-forming processes mentioned and 
may vary widely. Soil profiles can be divided crudely into five major horizons: 0, 
A, E, B, and C The 0 horizon is the surface accumulation of mainly organic mat
ter. The A horizon, which occurs at the surface or below the 0 horizon, consists of 
a dark-colored accumulation of organic matter (e.g., leaf litter) that is decaying 
and mixing with mineral soil. The E horizon, which underlies an 0 or A horizon, 
is a light colored eluvial horizon (a horizon from which material was removed by 
downward movement) characterized by less organic matter, fewer iron and alu
minum compounds, and/or less clay than the underlying horizon. The B horizon 
underlies an 0, A, or E horizon and may contain ill uvial (added material derived 
from an upper horizon) concentrations of fine organic matter, clay, etc.; most of 
the original rock structures have been obliterated by soil-forming processes. The 
C horizon, which lies above bedrock, is partly altered bedrock that can be deeply 
weathered but is relatively unaffected by soil-forming processes. Studies of soil 
profiles show, however, that soil layers are commonly much more complex than 
indicated by this simple scheme. As many as twenty-four different kinds of soil 
horizons have been described (e.g., Birkland, 1999, p. 5). 

Numerous systems for more detailed classification of soils are in existence: 
e.g., the Australian handbook classification, the U.S. Soil Taxonomy classification, 
and the FAO (UNESCO) world map classification (Eswaran et a!., 2003). One of 
the more widely used soil classifications in the United States appears in Soil taxon
omy: A basic system for making independent soil surveijs, 2"d ed. (Soil Survey Staff, 
1999), which recognizes twelve major classes or orders of soils with names such as 
aridosol (soils of arid regions) and ultisol (leached soils of warm, humid regions). 
These soil types are differentiated on the basis of a variety of complex criteria, 
such as the amount of contained organic material, the presence of clay layers, and 
the presence of oxic (iron-rich) horizons. 

The factors that influence soil formation, and thus the kinds of soils that 
form, include the parent rock material, length of the soil-forming process, climate 
(e.g., wet or dry), topography (steep or gentle slopes), and organisms (vegetation 
cover and soil fauna such as earthwom1s). Climate plays a particularly important 
role in soil formation. 



Paleosols 

In the context of this book, we are concerned primarily with ancient soils, called 
paleosols, rather than modern soils. Paleosols, sometimes referred to as fossil soils, 
are buried soils or horizons of the geologic past. Most soil horizons that developed 
in the past on elevated landscapes were eventually destroyed as erosion lowered 
the landscape. Nonetheless, some soils, presumably those formed mainly in low
lying areas, escaped erosion to become part of the stratigraphic record. Quater
nary soils that formed particularly on glacial or fluvial deposits are most common 
(e.g., Catt, 1986). Such soils that have not been buried are called relict soils. Many 
buried soils of Quaternary and much older age are also known. Old paleosols 
occur in the stratigraphic record at major unconformities, including unconformi
ties in Precambrian rocks, where their presence may reflect the combined process
es of soil formation, erosional landscape lowering, reorganization of preexisting 
soil horizons, and changing flow of groundwater (Retallack, 1990, p. 14). Paleosols 
are also present as interbeds in sedimentary successions, particularly in alluvial 
successions, that are at least as old as the Ordovician (e.g., Reinhardt and Sigleo, 
1988). Geologists are becoming increasingly interested in paleosols as indicators of 
paleoenvironments and ancient climatic conditions. 

Recognition of Paleosols 

Because interbedded paleosols in sedimentary successions superficially resemble 
sediments or sedimentary rocks, many paleosols have unquestionably gone unrec
ognized in the past. Many of us have simply identified them as gray, red, or green 
mudstones. As awareness of paleosols has increased, however, more and more pale
osols are being recognized. How can the ordinary geologist, not specifically trained 
in soil science, recognize paleosols in the field? Retallack (1988, 1997) suggests three 
principal kinds of diagnostic characteristics of paleosols that help distinguish them 
from sedimentary rocks: traces of life, soil horizons, and soil structure (Fig. 1 .4). 

Root traces are the most important traces of life preserved in paleosols. Root 
traces provide diagnostic evidence that rock was exposed to the atmosphere and 
colonized by plants, thus forming a soil. The top of a paleosol is the surface from 
which root traces emanate. Root traces mostly taper and branch downward (Fig. 1 .5), 
which helps to distinguish them from burrows. On the other hand, some root traces 
spread laterally over hardpans in soils, and some kinds branch upward and out of 
the soil. Root traces are most easily recognized when their original organic matter is 
preserved, which occurs mostly in paleosols formed in waterlogged, anoxic low
land environments. Root traces in red, oxidized paleosols consist mainly of tubular 
features filled with material different from the surrounding paleosol matrix. 

The presence of soil horizons is a second general feature of paleosols. The 
top of the uppermost horizon of a paleosol is commonly sharply truncated by 
an erosional surface, but soil horizons typically show gradational changes in 
texture, color, or mineral content downward into the parent material. Differ
ences in grain size, color, reaction with weak hydrochloric acid (to test for the 
presence of carbonates), and the nature of the boundaries must all be examined 
to detect soil horizons (Retallack, 1 988). C omparison with modern soil horizons 
aids in recognition. 

Bioturbation (disruption) by plants and animals, wetting and drying, and 
other soil-forming processes cause paleosols to develop characteristic soil struc
tures at the expense of the original bedding and structures in the parent rock. One 
of the characteristic kinds of soil structure is a network of irregular planes (called 
cutans) surrounded by more stable aggregates of soil material called peds. This 
structure gives a hackly appearance to the soil. Peds occur in a variety of sizes and 
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Figure 1.4 
Characteristic and common 
features useful in recogni
tion of paleosols. [From Re
tallack, G. j ., 1 992, How to 
find a Precambrian paleosol, 
in Schidlowski, M., et a l .  
(eds.), Early organic evolu
tion: Implications for miner
al and energy resources, 
Springer-Verlag, Berlin, 
Fig. 1 0, p. 27, reproduced 
by permission.] 

Figure 1.5 

DIAGNOSTIC FEATURES OF PALEOSOLS 

ROOT TRACES 

m :::::::·=::hiog 

SOIL HORIZONS 

rip-up clasts in overlying 
sediment 

erosional, sharp top 

gradational changes downward 

An example of root traces in a paleosol. The orig inal organic 
matter has been partially replaced by iron oxides. Early Miocene, 
Molalla Formation, western Oregon. [Photograph cou rtesy of 
G. j .  Retal lack.] 

PALEOSOLS 

coal and carbonaceous shale (ocean, river or lake) 

zones of base depletion (hydrothermal system) 

quartz-rich residuum (ocean, river or lake) 

zones of clay accumulation (ocean, river, lake, 
deep burial, or hydrothermal system) 

zones of carbonate accumulation (ocean, river, lake, 
shallow or deep burial, or hydrothermal system) 

zones of iron accumulation (ocean, river, lake, 
or hydrothermal system) 

� nodules and concretions (ocean, river, lake, 6 shallow burial, volcanic ash or hydrothermal system) 

��l "desert roses" and crystals (playa lake, sabkha) 

§ relict bedding (ocean, river, or lake) 

� relict crystal structure (playa lake, sabkha, shallow or 
� deep burial, metamorphic, hydrothermal or igneous) � relict foliation (fault zone, or metamorphic) 
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Figure 1.6 
Characteristics of various kinds of soil peds. [From Retallack, G. ]., 1 988, in Reinhardt, j., 
and W. R. Sigleo (eds.), Field recognition of paleosols: Geol. Soc. America Spec. Paper 
21 6, Fig. 9, p. 2 1 6. Reproduced by permission of Geol. Soc. America, Boulder, Colo.] 

shapes (Fig. 1.6). Their recognition in the field depends upon recognition of the 
cutans that bound them, which commonly form clay skins around the peds. Other 
kinds of soil structure include concentrations of specific minerals that form hard, 
distinct, calcareous, ferruginous, or sideritic lumps called glaebules (a general 
term including nodules and concretions). More diffuse, irregular, or weakly min
eralized concentrations are called mottles. Figure 1 .7 shows the field appearance 
of some Miocene paleosols. These paleosols are red; however, paleosols can have a 
varie'ty of colors and properties (Retallack, 1997). 

Paleosols can be recognized to have characteristics similar to those of mod
em seils; thus, U.S. Soil Taxonomy names such as aridosol and ultisol can be ap
plied to paleosols (e.g., Retailack, 1992). Because the characteristics of paleosols 
reflect the conditions under which they formed, including climatic conditions, the 
study of paleosols is an important tool in paleoenvironmental analysis. For exam
ple, aridosols suggest formation under desert conditions whereas ultisols reflect 
weathering under warm, moist conditions. Clearly, the processes of weathering 
that lead to generation of sedimentary particles and soil formation are intimately 
tied up with climatic conditions. Weathering did not begin on Earth until an atmo
sphere containing water vapor and carbon dioxide had accumulated sometime 
during the early Precambrian; subsequent addition of oxygen also had an impor
tant bearing on the weathering processes. Geologists are becoming increasingly 
aware of the need to study Earth's past climates (paleoclimatology). 

This short, generalized description of paleosols is intended only to pique 
reader interest in fossil soils. Several of the books listed under Further Readings at 
the end of the chapter provide fu rther details. 

1.5 CONCLUDING REMARKS 

The processes that form sedimentary rocks can be considered to begin with weath
ering, a process strongly influenced by climatic conditions. Weathering brings 
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Figure 1.7 
Red paleosols exposed 
below bedded sandstones 
in the Middle Miocene, 
Chinji Formation, Siwalik 
Group, in a creek bed 3 
km south of Khaur, Potwar 
Plateau, Pakistan. The 
hammer is 25 em long. 
From G. ]. Retallack, 1 997, 
[A colour guide to pale
osols.] Chichester 

about the breakdown of older rocks exposed in upland areas to yield soluble ions, 
which are transported to the ocean in solution, and insoluble, chemically resistant 
minerals such as qua rtz that may accumulate at the v,,eathering site for a time as 
soils. Soil formation, like weathering, is intimately related to climatic cond itions. 
Some soils, called paleosols, are preserved to become part of the sedimentary 
record; however, most insoluble soil materials are removed by erosion and trans
ported by gravity processes, water, glaciers, or wind to basins at lower elevations, 
where deposition takes place. Succeeding chapters of this book describe the 
processes of sediment transport, deposition, and burial that ultimately result in 
the generation of lithified sedimentary rocks. 
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Transport and Deposition 
of Siliciclastic Sediment 

2.1 INTRODUCTION 

S
ilicate minerals and rock fragments weathered from older rocks on land, to
gether with pyroclastic particles generated by explosive volcanism, are the 
source materials of siliciclastic sedimentary rocks-conglomerates, sand

stones, shales. These materials are eroded from highlands and transported to depo
sitional basins at lower elevations, where they may undergo additional transport 
before final deposition. Mass-wasting processes such as slides and slumps com
monly play an initial role in moving sediment short distances down steep slopes 
to sites where other transport processes take over. Subsequent transport may in
volve fluid flows (e.g., moving water) or sediment-gravity flows, such as mud 
flows, that may behave like fluids. Thus, study of sediment transport requires 
some understanding of the principles of fluid flow. 

The fundamental laws of fluid dynamics are moderately complex when ap
plied to fluid flow alone. These complexities are magnified when particles are en
trained in the flow during sediment transport. Sediment transport can take place 
under a variety of conditions: subaerially by wind and certain kinds of sediment
gravity flows, and subaqueously in rivers, lakes, and the ocean by currents, waves, 
tides, and sediment-gravity flows. 

In this chapter, we investigate sediment transport processes by first examining 
some of the properties of fluids and the basic concepts of fluid flow and sediment
gravity flow. We then consider the problems involved in entrainment and trans
port of particles by fluid- and sediment-gravity-flow processes. No attempt is 
made here to give a comprehensive review of fluid mechanics. Only those con
cepts of flow that are important to understanding sediment transport and deposi
tion are discussed, and these concepts are presented in very simplified form. More 
rigorous treatment of fluid dynamics is available in numerous specialized books. 
Discussions of fluid mechanics particularly pertinent to the problems of sediment 
transport include those of Middleton and Southard (1984), Allen (1984), Carlin 
and Dawson (1996), and Leeder (1999). Details of sediment transport peculiar to 
various depositional environments (e.g., river systems, lakes, the ocean) are dis
cussed in appropriate sections of subsequent chapters. 
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2.2 FUNDAMENTALS OF FLU I D  FLOW 

Fluids are substances that change shape easily under their own weight. Air, water, 
and water containing various amounts of suspended sediment are the fluids of in
terest in sediment transport. The basic physical properties of these fluids are den
sity and viscosity. Differences in these properties markedly affect the ability of 
fluids to erode and transport sediment. 

Fluid density, commonly referred to as p (rho), is defined as mass per unit 
fluid volume. Density affects the magnitude of forces that act within a fluid and on 
the bed as well as the rate at which particles fall or settle through a fluid (slower in 
denser fluids). Density particularly influences the movement of fluids downslope 
under the influence of gravity. Density varies with different fluids and increases 
with decreasing temperature of a fluid. The density of water (0.998 g/mL at 20°C) is 
more than 700 times greater than that of air. This density difference influences the 
relative abilities of water and air to transport sediment; e.g., water can transport par
ticles of much larger size than those transported by wind. 

Fluid viscosity is a measure of the ability of fluids to flow. Put simply, fluids 
with low viscosity flow readily and fluids with high viscosity flow sluggishly. For 
example, air has very low viscosity and ice has very high viscosity. Water has low 
viscosity; honey has high viscosity. The viscosity of water at 20°C is almost 55 
times greater than that of air (Blatt, Middleton, and Murray, 1980, p. 91). Like den
sity, viscosity increases with decreasing temperature of the fluid. Viscosity has a 
particularly important influence on water turbulence. Increasing viscosity tends 
to suppress turbulence (random movement of water molecules), thereby slowing 
the rate at which particles settle through water-a significant factor in transport of 
suspended sediment. Decreased turbulence also reduces the ability of running 
water to erode and entrain sediment. 

Box 2.1 Molecular (Dynamic) Viscosity 

For a more rigorous examination of viscosity, consider a simple experiment in 
which a fluid is trapped between two parallel plates (Fig. 2.1.1). The lower 
plate is station<�ry, and the upper plate is moving over it with a constant veloc
ity (V). The fluid can be thought of as forming parallel sheets between the 
plates. As the upper plate moves over the lower, the fluid in between is put in 
motion with a velocity that varies linearly from zero at the lower plate to ve
locity (V) at the upper plate. 

The shear applied to the moving plate, which is being transmitted 
through the fluid to the static plate, is given by the relation: 

du 
T = M ....... . dy 

(2.1.1) 

where T (tau) is the shear stress, u is the fluid velocity, y is the normal distance 
from the stationary plate, and M is the molecular viscosity. Shear stress is the 
shearing force per unit area (e.g., dynes/cm2) exerted across the shearing sur
face at some point in a fluid. It acts on the fluid parallel to the surface of the 
fluid body. Shear stress is generated at the boundary of two moving fluids, and 
it is a function of the extent to which a slower moving mass retards a faster 
moving one. Thus, as a faster moving layer moves over a slower moving layer, 
the shear stress is the force that produces a change in velocity (du) relative to 
height (dy), the velocity gradient (Fig. 2.1.1). 
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Figure 2.1.1 
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Geometric representation of the factors that determine fluid viscosity. A fluid is en
closed between two rigid plates, A and B. Plate A moves at a velocity (V) relative to 
Plate B. A shear force ( T ) acting paral lel  to the plates creates a steady-state velocity 
profile, shown by the inclined line, where fluid velocity (u) is proportional to the length 
of the arrows. The shear stress may be thought of as the force that produces a change 
in velocity (du) relative to height (dy) as one fluid layer slides over another. The ratio of 
shear stress to du/dy is the viscosity (�-t). 

Molecular (Dynamic) viscosity f.L (mu) is the measure of resistance of a sub
stance to change in shape taking place at finite speeds during flow. It is the pro
portionality factor that links shear stress to the rate of strain, defined as the ratio 
of shear stress ( T) to the rate of deformation (du/dy) sustained across the fluid: 

T 
j.L =  du/dy (2.1 .2) 

The shearing force per unit area needed to produce a given rate of shearing, or a 
given velocity gradient normal to the shear planes, is determined by the viscosi
ty-the greater the viscosity the greater the shear stress must be. Viscosity de
creases with higher temperature; thus, a given fluid flows more readily at higher 
temperatures. Equation 2.1.1 is the equation for a Newtonian fluid, a fluid that 
does not undergo a change in viscosity as the shear rate increases, e.g., ordinary 
water. Because both density and dynamic viscosity strongly affect fluid behavior, 
fluid dynamicists commonly combine the two into a single parameter called 
kinematic viscosity v (nu), which is the ratio of dynamic viscosity to density: 

j.L 
v 

p 
(2.1 .3) 

Kinematic viscosity is an important factor in determining the extent to which 
fluid flows exhibit turbulence. 

Note: The relation depicted in Fig. 2 .1 . 1  is a specialized case of shearing in 
a fluid confined between two plates. In natural systems, the rate of shearing 
and the orientation of the shear planes are likely to vary from point to point; 
that is, the velocity profile is curved rather than linear. 
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Figure 2.1 

Laminar versus Turbulent Flow 

Fluids in motion display two modes of flow depending upon the flow velocity, 
fluid viscosity, and roughness of the bed over which flow takes place. Experi
ments with dyes show that a thin stream of dye injected into a slowly moving, 
unidirectional fluid will persist as a straight, coherent stream of nearly constant 
width. This type of movement is laminar flow. It can be visualized as a series of 
parallel sheets or filaments, referred to as streamlines, by which movement occurs 
on a molecular scale owing to constant vibration and translation of the fluid mole
cules. The streamlines may curve over an object, but they never intertwine (Fig. 2.1) .  
Laminar flow takes place only at very low fluid velocities over smooth beds. If 
flow velocity increases or viscosity of the fluid decreases, the dye stream is no 
longer maintained as a coherent stream but breaks up and becomes highly distort
ed. It moves as a series of constantly changing and deforming masses in which 
there is sizable transport of fluid perpendicular to the mean direction of flow; that 
is, the streamlines are intertwined in a very complicated way. This type of flow i s  
called turbulent flow because of the transverse movement of these masses o f  fluid 
(Fig. 2.1) .  Turbulence is thus an irregular or random component of fluid motion. 
Highly turbulent water masses are referred to as eddies. Most flow of water and 
air under natural conditions is turbulent, although flow of ice and mud flows 
(Section 2.3) are essentially laminar. 

The upward motion of water particles in turbulent water masses slows the 
fall rate of settling particles and, thus, decreases their settling velocity. Also, fluid 
turbulence tends to increase the effectiveness of fl uid masses in eroding and en
training particles from a sediment bed. Because of the signific_ance of turbulence in 
sediment transport, it is important to develop a fuller understanding of this prop
erty. Velocity measured over a period of time at a particular point in a laminar 
flow is constant. By contrast, velocity measured at a point in turbulent flow tends to
ward an average value when measured over a long period of time, but it varies from 
instant to instant about this average value. As we shall see, a calculated variable 
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called the Reynolds number can be used to predict the boundary conditions sepa-
rating laminar and turbulent flow. Turbulent flow resists distortion to a much 
greater degree than does laminar flow. Thus, a fluid undergoing turbulent flow 
appears to have a higher viscosity than the same fluid undergoing laminar flow. 
As mentioned, this apparent viscosity, which varies with the character of the tur-
bulence, is called eddy viscosity. Eddy viscosity results from turbulent momen-
tum, and it is the rate of exchange of fluid mass between adjacent water bodies. It 
is necessary in dealing with fluids undergoing turbulence to rewrite the equation 
for shear stress to include a term for eddy viscosity. Thus, for laminar flow, shear 
stress is given by the relation shown in Equation 2.1 .1 ;  however, for turbulent flow 
the relationship becomes 

du 
T = (/1- + Tf) dy (2. 1 )  

where Tf (eta) is eddy viscosity, which is  commonly several orders of magnitude 
higher than dynamic viscosity. For a more rigorous discussion of turbulence, see 
Middleton and Wilcock (1994) and Williams (1996). 

Reynolds Number 

The fundamental differences in laminar and turbulent flow arise from the ratio of 
inertial forces to viscous forces. Inertial forces, which are related to the scale and 
velocity of fluids in motion, tend to cause fluid turbulence. Viscous forces, which 
increase with increasing viscosity of a fluid, resist deformation of a fluid and thus 
tend to suppress turbulence. The relationship of inertial to viscous forces can be 
shown mathematically by a dimensionless value called the Reynolds number 
(Re), which is expressed as 

ULp 

11-

UL 
v 

(2.2) 

where U is the mean velocity of flow, L is some length (commonly water depth) 
that characterizes the scale of flow, and v is kinematic viscosity. When viscous 
forces dominate, as in highly concentrated mud flows, Reynolds numbers are 
small and flow is laminar. Very low flow velocity or shallow depth also produces 
low Reynolds numbers and laminar flow. When inertial forces dominate and flow 
velocity increases, as in the atmosphere and most flow in rivers, Reynolds num
bers are large and flow is turbulent. Thus, as mentioned, most flow under natural 
conditions is turbulent. Note from Equation 2.2 that an increase in viscosity can 
have the same effects as a decrease in flow velocity or flow depth. The transition 
from laminar flow to turbulent flow takes place above a critical value of Reynolds 
number, which commonly lies between 500 and 2000 and which depends upon 
the boundary conditions such as channel depth and geometry. Thus, under a 
given set of boundary conditions, the Reynolds number can be used to predict 
whether flow will be laminar or turbulent and to derive some idea of the magni
tude of turbulence. Because the Reynolds number is dimensionless, it is of partic
ular value when used to compare scaled-down models of flow systems with 
natural flow systems, as in modeling natural systems. 

Boundary Layers and Velocity Profiles 

When a fluid flows over a solid surface (boundary) such as a streambed, flow in 
the immediate vicinity of the boundary is retarded by the frictional resistance of 
the boundary. This zone of retardation is called a boundary layer. The boundary 
layer is the region of fluid flow next to the boundary across which the fluid velocity 
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grades from that of the boundary (commonly zero) to that of the unaffected part of 
the flow (see velocity profiles in Fig. 2.1). Boundary layers may be comparatively thin 
or they may extend all the way to the free surface of a flow. Also, flow within bound
ary layers may be laminar or turbulent or may grade from laminar to turbulent. 

Because of the greater shear stress required to maintain a particular velocity 
gradient in turbulent flow, turbulent flow-velocity profiles, both vertically in the 
flow and horizontally across the flow, have different shapes than do laminar flow
velocity profiles (Fig. 2.1). Owing to variations in flow velocity during turbulent 
flow, the shape of the turbulent-flow vertical profile is determined by time-averaged 
values of velocity. Under conditions of turbulent flow, laminar or near-laminar flow 
occurs only very near the bed. The exact shape of the turbulent profile depends 
upon the nature of the bed over which the flow takes place. For smooth beds, 
there is a thin layer close to the bed boundary where molecular viscous forces 
dominate. Molecular adhesion causes the fluid immediately at the boundary to 
remain stationary. Successive overlying layers of fluid slide relative to those be
neath at a rate dependent upon the fluid viscosity. Flow within this thin layer 
tends toward laminar, although it is characterized by streaks of faster and slower 
moving fluid and is not truly laminar. This layer is the viscous sublayer, or lam
inar sublayer. 

If sediment particles on a streambed are so small (mud to fine-sand size) that 
they lie within the viscous sublayer, the near-bed flow is dominated by viscous 
forces and the flow is said to be hydraulically smooth. If the grains are so large 
that they exceed the thickness of the viscous sublayer and thus protrude into the 
turbulent part of the flow, the flow is hydraulically rough. Over a very rough or 
irregular bed such as coarse sand or gravel, the viscous sublayer is destroyed by 
these irregularities, which extend through the layer into the turbulent flow. The 
flow of fluid over a boundary is thus affected by the roughness of the boundary. 
Obstacles on the bed generate eddies at the boundary of a flow; the larger and 
more abundant the obstacles, the more turbulence is generated. 

Most sediment transport takes place within boundary layers; turbulent 
boundary flow is much more effective in eroding and transporting sediment than 
is laminar flow. The presence or absence of a viscous sublayer may be an impor
tant factor in initiating grain movement. That is, extremely small grains that lie en
tirely within the viscous sub layer may be difficult to move. 

Box 2.2 Boundary (Bed) Shear Stress 

As a fluid flows across its bed, a stress that opposes the motion of the fluid ex
ists at the bed surface. This stress, called the boundary shear stress (To) to dif
ferentiate it from fluid shear stress ( T ) , is defined as force per unit area parallel 
to the bed, that is, the tangential force per unit area of surface (the mean shear 
stress acting over the wetted perimeter). It is a function of the density of the 
fluid, slope of the bed, and water depth. Boundary shear stress is expressed 
(Allen, 1994) as 

To ypghs (2.2.1) 

where y is density of the fluid, p is fluid density, g is gravitational acceleration, 
h is flow depth, and s is the slope of the parallel bed and water surface (gradi
ent). The boundary shear stress is also a function of velocity of flow, a complex 
mathematical relationship not shown here. It tends to increase as velocity in
creases, although not in a direct way. The bed shear stress increases linearly 
with depth and slope. 

Because boundary shear stress is determined by the force that a flow is able 
to exert on the sediment bed and is related to flow velocity, it is an important 
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variable in determining the erosion and transport of sediment on the bed below a 
flow. Equation 2.2.1 indicates that boundary shear stress increases directly with 
increasing density of the moving fluid, increasing diameter and depth of the 
stream channel, and increasing slope of the streambed. Other factors being equal, 
we would thus expect to see greater boundary shear stress, and greater ability to erode and 
transport sediment, in water flows than in air flows, in larger stream channels than in 
smaller channels, and in high-gradient streams than in low-gradient streams. 

Froude Number 

In addition to the effects of fluid viscosity and inertial forces, gravity also plays a 
role in fluid flow because gravity influences the way in which a fluid transmits 
surface waves. The velocity with which small gravity waves move in shallow 
water is given by the expression VgL, in which g is gravitational acceleration and 
L is  water depth. The ratio between inertial and gravity forces is the Froude num
ber (F,), which is expressed as 

F, 
u 

(2.3) 

where U is again the mean velocity of flow and L is water depth, in the case of 
water flowing in an open channel. The Froude number, like the Reynolds number, 
is a dimensionless value and thus is  very useful in modeling studies. 

When the Froude number is less than 1, the velocity at which waves move is 
greater than flow velocity, and waves can travel upstream. That is, waves in a 
stream move upstream in the direction opposite to current flow. For example, if 
you threw a stone into a s low-moving stream having a Froude number less than 1, 
waves created by impact of the stone could spread upstream. Flow under these 
conditions is called tranquil, streaming, or subcritical. If the Froude number is  
greater than 1 ,  waves cannot be propagated upstream, and flow is  said to be rapid, 
shooting, or supercritical. Thus, the Froude number can be used to define the crit
ical velocity of moving water at which flow at a given depth changes from tran
quil to rapid (such as change from tranquil flow in a stream channel with a gentle 
slope to rapid flow where the channel becomes steeper) or vice versa. The Froude 
number also has a relationship to flow regimes, which are defined by characteris
tic bedforms, such as ripples, that develop during fluid flow over a sediment bed. 
This relationship is discussed further in Chapter 4. 

2.3 PARTICLE TRANSPORT BY FLUIDS 

Having established some of the fundamentals of fluid behavior during flow of flu
ids alone, we are now at a point where we can consider the more complicated 
processes of transport of sediment by fluid flow. Transport of sediment by fluid 
flow involves two fundamental steps: (1) erosion and entrainment of sediment 
from the bed and (2) subsequent, sustained downcurrent or downwind move
ment of sediment along or above the bed. The term entrainment refers to the 
processes involved in lifting resting grains from the bed or otherwise putting 
them into motion. More energy is commonly required to initiate particle move
ment than to keep particles in motion after entrainment. Thus, a great deal of ex
perimental and theoretical work has been directed toward study of the conditions 
necessary for particle entrainment. Once particles are lifted from the sediment bed 
into the overlying water or air column, the rate at which they fall back to the bed 
(the settling velocity) is an important factor in determining how far the particles 
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travel downcurrent before they again come to rest on the sediment bed. Like par
ticle entrainment, the settling velocity of particles has been studied extensively. 
We will now examine some of these fundamental aspects of particle transport by 
fluids, beginning with a look at the factors involved in entrainment of sediments 
by a moving body of fluid. 

Particle Entrainment by Currents 

As the velocity and shear stress of a fluid moving over a sediment bed increase, a 
critical point is reached at which grains begin to move downcurrent. Typically, the 
smaller and lighter grains move first. As shear stress increases, larger grains are 
put into motion until finally grain motion is common everywhere on the bed. This 
critical threshold for grain movement is a direct function of several variables, in
cluding the boundary shear stress, fluid viscosity, and particle size, shape, and 
density. Indirectly, it is also a function of the velocity of flow, which varies as the 
logarithm of the distance above the bottom. 

To understand the problems involved in lifting particles from the bed and 
initiating motion, let us consider the opposing forces that come into play as a fluid 
moves across its bed. As shown in Figure 2.2A, forces caused by gravity act down
ward to resist motion and hold particles against the bed. The gravity forces result 
from the mass of the particles and are aided in resisting grain movement by fric
tional resistance between particles. Fine, clay-size particles have added resistance 
to movement owing to cohesiveness that arises from electrochemical bonds be
tween these small grains. The motive forces that must be generated by fluid flow 
to overcome the resistance to movement imposed by these retarding factors in
clude a drag force, which acts parallel to the bed and is related to the boundary 
shear stress, and a lift force caused by the Bernoulli effect of fluid flow over 
projecting grains. The drag force (F0) depends upon the boundary shear stress 
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A. Forces acting during fluid flow on a grain resting on a bed of similar grains. B. Flow 
pattern of fluid moving over a grain, illustrating the lift forces generated owing to the 
Bernoulli effect: (a) streamlines and the relative magnitude of pressure acting on the sur
face of the grain. (b) direction and relative velocity of velocity vectors; higher velocities 
occur where streamlines are closer together. [A., after Middleton, G. V., and j. B. Southard, 
1 9 78, Mechanisms of sediment movement: Eastern Section, Soc. Econ. Paleontologists 
and M ineralogists Short Course No. 3, Fig. 6 . 1 ,  p. 6., reprinted by permisssion of SEPM, 
Tulsa, Okla. B .  Streamlines and velocity vectors, from Blatt, H., G. V. Middleton, and 
R. Murray, 1 980, Origin of sedimentary rocks, 2nd ed., Fig. 4.9, p. 1 07, reprinted by 
permission of Prentice-Hall, Englewood Cl iffs, N.j.] 
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(r0} and the drag exerted on each grain exposed to this stress. The hydraulic lift 
force (Ii}  known as the Bernoulli effect is caused by the convergence of fluid 
streamlines over a projecting grain. The Bernoulli effect results from an increase in 
flow velocity in the zone where the streamlines converge over the grain. This ve-
locity increase causes pressure to decrease above the grain. Hydrostatic pressure 
from below then tends to push the grain up off the bed into this low-pressure zone 
(Fig. 2.2B) for the same reason that lift is created when air flows over the curved 
wing of an airplane. The drag and lift forces combine to produce the total fluid 
force, represented by the fluid-force vector (FF) in Figure 2.2A. For grain move-
ment to occur, the fluid force must be large enough to overcome the gravity and 
frictional forces. 

The preceding discussion is greatly simplified and generalized, and a num
ber of factors complicate calculation of critical thresholds of grain movement 
under natural conditions. These factors include variations in shape, size, and sort
ing of grains; bed roughness, which controls the presence or absence of a viscous 
sublayer; and cohesion of small particles. Because of these complicating factors, 
the critical conditions for particle entrainment cannot be calculated and must be 
determined experimentally. The simplest plot that shows an experimentally de
rived threshold graph for initiation of grain movement is the Hjulstrom diagram. 

In the Hjulstrom diagram (Fig. 2.3), the velocity at which grain movement 
begins as flow velocity increases above the bed is plotted against mean grain size 
(grain diameter). This diagram shows the critical velocity for movement of quartz 
grains on a plane bed at a water depth of 1 m. The curve separates the graph into 
two fields. Points above the graph indicate the conditions under which grains are 
in motion, and points below indicate no motion. Note from this figure that critical 
entrainment velocity for grains larger than about 0.5 mm increases gradually with 
increasing mean grain size, whereas the entrainment velocity for consolidated 
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Figure 2.3 
The Hjulstrom diagram, as modified from Sundberg, showing the critical current velocity 
required to move quartz grains on a plane bed at a water depth of 1 m. The shaded area 
indicates the scatter of experimental data, and the increased width of this area in the finer 
grain sizes shows the effect of sediment cohesion and consolidation on the critical velocity 
required for sediment entrainment. [After Sundborg, A., 1 956, The River Klariilven, a study 
of fluvial processes: Geografiska Annaler, Ser A., v. 38, p. 1 97, reprinted by permission.] 
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clay and silt grains smaller than 0.05 mm increases with decreasing grain size. 
This seemingly anomalous behavior at  smaller grain sizes is apparently due main
ly to increasing cohesion of finer size particles, making them more difficult to 
erode than larger, noncohesive particles. Also, extremely small grains may lie 
within the viscous sublayer, where little grain movement takes place. 

Box 2.3 The Shields Diagram 

The Hjulstri:im diagram is somewhat limited in its application because it is strict
ly valid only at a water depth of 1 m on a plane bed and only in water in which 
fluid and grain densities and dynamic viscosity are constant, as in freshwater 
streams in a given season during average flow. The Shields diagram (Fig. 2.3.1) is 
also a threshold graph for initiation of sediment grain movement that is widely 
used by sedimentologists and is well established by experimental work. It has 
more rigor than the Hjulstrom diagram and it has a more general application. 
For example, it can be used for wind as well as water and for a variety of con
ditions in water. It is, however, more complex and difficult to understand than 
is the Hjulstrom diagram because it involves two dimensionless relationships. 
In Figure 2.3.1 ,  dimensionless shear stress (IJ,_) (called {3 by some workers) is 
used instead of flow velocity as a measure of critical shear, and the mean grain 
size parameter used in the Hjulstrom diagram is replaced by the grain 
Reynolds number (Reg), another dimensionless quantity. The dimensionless 
bed shear stress ( 01) is given by 

(2.3.1 )  

where Tt i s  boundary shear stress, Ps is density of the particles, p is density of 
the fluid, g is gravitational acceleration, and D is particle diameter. The value of 
dimensionless shear stress increases with increasing bed shear stress and in
creasing velocity; it decreases with increasing density and size of the particles. 
Instead of velocity in Hjulstrom's diagram, the dimensionless shear stress thus 
incorporates shear stress (velocity), grain size, and grain and fluid densities 
into a single term, which is plotted on the vertical axis of Shields' diagram. An 
increase in dimensionless shear stress indicates either an increase in tlow veloc
ity and shear stress or a decrease in grain size or grain density. 
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The Shields diagram as modified by Miller. (After Miller, M.C., et al., 1 977, Threshold 
of sediment motion under unidirectional currents: Sedimentology v. 24, Fig. 2, p. 51 1 ,  
reproduced by permission.) 
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The grain Reynolds number (Reg) differs from the ordinary Reynolds 
number previously discussed. The length or water depth value (L) of the ordi
nary Reynolds number is replaced by particle diameter (d) and the flow veloci
ty (U) by shear velocity (U*). The grain Reynolds number is a measure of 
turbulence at the grain-fluid boundary. It is thus expressed as 

U*d Reg = 
v 

(2.3.2) 

The grain Reynolds number, plotted on the horizontal axis of Shields' diagram, 
is clearly not the same thing as mean grain size; however, it can be seen from 
Figure 2.3.1 that the grain Reynolds number increases with increasing grain 
size if shear velocity and kinematic viscosity remain constant. Thus, an increase 
in grain Reynolds number means an increase in grain size, an increase in shear 
velocity and turbulence, or a decrease in kinematic viscosity. 

The Shields diagram is less intuitive than Hjulstrom's diagram in which 
fluid velocity is plotted against grain size; however, points above the curve in
dicate that noncohesive grains on the bed are fully in motion and points below 
indicate no motion, as in the Hjulstrom diagram. Beginning of motion is deter
mined by the dimensionless shear stress, which increases with increasing bed 
shear stress under a given set of conditions for grain density, fluid density, and 
grain size. The critical dimensionless shear stress required to initiate grain 
movement thus depends upon the grain Reynolds number, which in turn is a 
function of grain size, kinematic viscosity, and turbulence. Note from the 
Shields diagram in Figure 2.3.1 that the dimensionless bed shear stress increas
es slightly vv:ith increasing grain Reynolds number above about 5 to 10, al
though it remains mainly between 0.03 and 0.05. At lower Reynolds numbers, 
the value increases steadily up to a value of 0.1 or higher. This greater rate of in
crease at lower Reynolds numbers is related to the presence of the viscous sub
layer. \'Vhen the bed is composed of small particles on the order of fine sand or 
smaller, a smooth boundary and hydraulically smooth flow result; the particles 
lie entirely within the viscous sublayer, where flow is essentially nonturbulent 
and instantaneous velocity variations are less than in the lower part of the over
lying turbulent boundary layer. For coarser particles, the viscous sublayer is so 
thin that the grains project through the layer into the turbulent flow. 

Several complicating factors not covered in the Hjulstrom and Shields dia
grams make prediction of the onset of grain movement difficult. Instantaneous 
fluctuations in boundary shear stress may arise from local eddies or from wave ac
tion superimposed on current flow, and these fluctuations may cause some parti
cles to move before the general onset of grain movement. Fine muds and silts may 
not erode to yield individual grains owing to the tendency of such cohesive mate
rials to be removed as chunks or aggregates of grains. 

Many of the processes involved in sediment entrainment and transport can be 
effectively modeled by computer simulation. An excellent book on this subject, 
Simulating Clastic Sedimentation (Tetzlaff and Harbaugh, 1989), takes the reader through 
the computations and reasoning of erosion, transportation, and deposition of clastic 
sediment. The book further provides detailed instructions on the techniques and 
computer programs used to simulate clastic sedimentation. For further insight into 
simulating sediment transport, see Slingerland, Harbaugh, and Furlong (1994). 

Role of Particle Settling Velocity in Transport 

As soon as grains are lifted above the bed during the entrainment process, they 
begin to fall back to the bed. The distance that they travel downcurrent before 
again coming to rest on the bed depends upon the drag and lift forces exerted by 
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the current, including turbulence, and the settling velocity of the particles. A par
ticle initially accelerates as it falls through a fluid, but acceleration gradually de
creases until a steady rate of fall, called the terminal fall velocity, is achieved. For 
small particles, terminal fall velocity is reached very quickly. The rate at which 
particles settle after reaching fall velocity is a function of the viscosity of the fluid 
and the size, shape, and density of the particles. The settling rate is determined by 
the interaction of upwardly directed forces-owing to buoyancy of the fluid and 
viscous resistance (drag) to fall of the particles through the fluid-and down
wardly directed forces arising from gravity. The drag force exerted by the fluid on 
a falling spherical grain is proportional to the density of the fluid (Pr ), the diame
ter (d) of the grains, and the fall velocity (V), as  given by the relatiori'ship 

Drag force = (2.4) 

where Co is a drag coefficient that depends upon the grain Reynolds number and 
the particle shape. The upward force resulting from buoyancy of the fluid is given by 

(2.5} 

where Pf is fluid density and g is gravitational acceleration. [Note: 4/37T(d/2)3 is 
the volume of a sphere.] The downward force owing to gravity is given by 

4 (d)3 
Fx = 37T 2 p,g (2.6) 

where Ps is particle density. As the particle stops accelerating and achieves fall 
velocity, the drag force of the liquid on the falling particle is equal to the down
ward force due to gravity minus the upward force resulting from buoyancy of the 
liquid. Thus 

(2.7) 

Rearranging terms, we can explain this relationship in terms of fall velocity (V) as 

2 4gd (p, -v = - - ---"--

3Co Pf 
(2.8) 

For slow laminar flow at low concentrations of particles and low grain Reynolds 
numbers (Rex' see Box 2.3), C0 has been determined to equal 24/ Reg (Rouse and 
Howe, 1953, p. 182}. Substituting this value (24/U'd/ JLI Pf) for Co yields 

1 (Ps Pt )gd2 
V = - -... ......:......_ 

18 JL 
(2.9) 

which is Stokes's Law of settling, with particle size expressed as diameter in cen
timeters. This law, formulated by Stokes in 1845, is often simplified to 

V = CD2 (in cm/sec) (2.10) 

where C is a constant equaling (p5-pf }g /18  JL and D is the diameter of particles 
(spheres) expressed in centimeters. Values of C have been calculated for a range of 
common laboratory temperatures (e.g., Galehouse, 1971); thus, settling velocity 
(V) can be determined quickly for any value of particle diameter (D). Note that the 
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Reynolds number is a distinguishing factor in grain settling behavior just as i t  is in 
laminar and turbulent flow. 

Experimental determination of particle fall velocity shows that Stokes's Law 
accurately predicts settling velocity of particles in water only for particles less 
than about 0.1 to 0.2 mm in dia meter. La rger particles have fall velocities lower 
than those predicted by Stokes's Law, apparently owing to inertial (turbulent) ef
fects caused by the increased rates of fall of these larger grains. Thus, the Stokes 
equation cannot be used for determining the settling velocity of sand, a very im
portant component of most sediment. The fall velocity is also decreased by de
crease in temperature (which ·increases viscosity), decrease in particle density, and 
decrease in the sphericity (the degree to which the shape of a particle approaches 
the shape of a sphere). of the particles. Most natural particles are not spheres, and 
departure from spherica l shape decreases fall velocity. Fall velocity is also de
creased by increasing concentra tion of suspended sediment in the fluid, which in
€reases the apparent viscosity and density of the fluid, and by turbulence. 

S'ediment Loads and Transport Paths 
Once sediment has been eroded and put into motion, the transport path that it 
takes during further sustained downcurrent movement is a function of the settling 
velocity of the particle and the magnitude of the current velocity and turbulence. 
Under a given set of conditions, the sediment load may consist entirely of very 
coarse particles, entirely of very fine particles, or of mixtures of coarse and fine 
particles. Coarse sediment such as sand and gravel moves on or very close to the 
bed during transport and is considered to constitute the b ed load (Fig. 2.4) . Finer 
material carried higher up in the main flow above the bed makes up the 
suspended load. If the shear velocity ( U* )  i s  greater than the settling velocity (V), 
material will remain in suspension. 

Bed Load Transport 

Particles larger than sand size are commonly transported as part of the bed load in 
essentially continuous contact with the bed. This type of transport, called traction 
transport, may include rolling of large or elongated grains, sliding of grains over 
or past each other, and creep. Creep results from grains being pushed a short dis
tance along the bed in a downcurrent direction owing to impact of other moving 
grains. Saltation is a type of bedload transport in which grains, particularly sand
size grains, tend to move in intermitten t contact with the bed. Saltating grains 
move by a series of j umps or hops, rising off the bed at a steep angle ( �45°) to a 
height of a few grain diameters and then falling back along a shallow descent path 
of about 10°. This asymmetric saltation path may be interrupted by turbulence or 

Intermittent 8USPflnsJon 

� Collision eve� 'lc · 
� _.jf r 

Continuous �OSion . 

� 
Figure 2.4 
Schematic i l l ustration of 
grain paths d u ring bedload, 
suspension, and saltation 
transport. [Based in part on 
Leeder, M. R., 1 9 79, Bed
load dynam ics: G rain inter
actions in water flows: Earth 
su rface processes, v. 4, 
Fig. 5, p. 2 3 7, john Wi ley 
& Sons.] 
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by collision with another grain (Fig. 2.4). Saltation transport may be thought of as 
intermediate between traction transport and suspension transport, but it is de
scribed here as part of bedload transport because most saltating grains remain rel
atively dose to the bed during movement. 

Suspended Load Transport 

As the flow strength of a current increases, the intensity of turbulence increases 
dose to the bed. Particle trajectories become longer, more irregular, and higher up 
from the bed than the trajectories of saltating grains. Upward components of fluid 
motion resulting from turbulence increase to the point that they balance down
ward gravitational forces on the particles, allowing the particles to stay suspended 
above the bed far longer than could be predicted from their settling velocities in 
nonturbulent water. If the lift forces arising from turbulence are erratic and do not 
continuously maintain this balance, a common occurrence during transport of 
fine-to-medium sand, the grains may drop back from time to time onto the bed. 
This behavior is called intermittent suspension (Fig. 2.4). Intermittent suspension 
differs from saltation because the suspended particles tend to be carried higher 
above the bed and remain off the bed for longer periods of time. Smaller particles 
have settling velocities that may be so low that they remain in nearly continuous 
suspension and are carried along at almost the same velocity as the fluid flow. 

Wash Load 

Much of the sediment load undergoing continuous suspension transport is com
posed of fine, day-size particles with very low settling velocities. In rivers, this 
sediment is derived either from upstream source areas or by erosion of the bank, 
rather than from the streambed, and is called the wash load. Rivers have the 
capacity to transport large wash loads even at very low velocities of flow. Because 
the wash load travels in continuous suspension at about the same velocity as the 
water, it is transported rapidly through river systems. 

Transport by Wind 
Wind can be considered a very low density, low viscosity "fluid" that is capable of 
flowing and bringing about sediment transport. The principles involved in en
trainment and transport of particles by wind (eolian transport) are similar to those 
for water; however, wind's low density and viscosity cause the threshold values for 
wind entrainment and transport to be quite different (see discussion by Nickling, 
1994). Entrainment of grains by wind action can be strongly affected by the impact 
of moving grains hitting the bed. At a value of wind velocity below the critical ve
locity needed to initiate grain movement, grain motion can be started and propa
gated downwind by throwing grains onto the bed, a process referred to as seeding. 
This lower threshold for grain movement is called the impact threshold. 

Wind commonly transports particles of fine-sand size and smaller only. 
Sand-size particles move by traction (surface creep) and saltation and dust-size 
particles by suspension. Transport takes place at relatively high wind velocities, 
and the flow is commonly turbulent, characterized by eddies of various sizes 
moving with different speeds and directions. Suspended loads carried by the 
wind are called dustloads. Upward diffusion in unstable, buoyant air masses at an 
advancing front have been known to carry dust douds rapidly to heights of hun
dreds or even thousands of meters during volcanic eruptions. Material carried to 
such great heights may remain in suspension for long periods of time and subse
quently be spread over a very broad area, including the ocean basins (Prospero, 
1981). In fact, the very fine grained component of deep-sea pelagic sediments is 
believed to be largely of windblown origin. 
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Like water transport, eolian transport results in deposition of bedforms 
ranging in size from ripples a few centimeters high to gigantic dunes hundreds of 
meters high. Eolian transport and depositional processes are discussed in much 
greater detail in Chapter 8. 

Transport by Glacial lee 

The high viscosity of glacial ice causes it to flow very slowly. Glaciers are capable 
of entraining huge volumes of sediment by scraping and plucking the underlying 
bedrock and adjacent valley walls and from rockfall onto the glacier from above. 
As laminar flow of ice takes place within the glacier, sediment of all sizes is carried 
along with the moving ice in contact with the bed and suspended at various 
heights above the base of the glacier. When the front of a glacier melts, the sedi
ment load is dumped as unsorted, poorly layered glacial moraine. Details of sedi
ment transport by ice are given in Chapter 8. 

Deposits of Fluid Rows 

Water and air are responsible for most sediment transport by Huid flow; however, 
ice may account for local transport of large volumes of sediment and particles of 
very large size, as mentioned. Sediment entrainment and transport by moving 
water and wind stop, and deposition occurs, when local hydrologic or wind con
ditions change sufficiently to decrease bed shear stress to the point that it is no 
longer adequate to initiate and sustain particle movement. This decrease in bed 
shear stress is caused fundamentally by decrease in How velocity. Flow velocity 
and shear stress may decrease below the critical level required for sediment trans
port owing to a variety of causes. In the case of water transport, these causes in
clude decrease in the slope of the bed, increase in bed roughness, and loss of water 
volume. Decrease in wind velocity may also result from increase in bed roughness 
or from changes in surface topography and weather conditions. Deposition from 
glaciers is brought about on land when the glaciers either become stagnant or re
treat owing to decrease in snow accumulation rates or increase in melting rates. 
Glaciers that run out to sea and calve to form icebergs eventually melt and drop 
their load on the seafloor. 

Sediment deposition may be temporary or permanent. For example, sedi
ment deposited in river channels and point bars, beach environments, and other 
very nearshore environments can be reentrained and subjected to continued 
transport as seasonal or longer range changes in the hydrologic regimen take 
place. In fact, river sediment may be deposited and reentrained numerous times 
before finally reaching a depositional basin in the ocean. On the other hand, some 
river sediment, lake sediment, and wind-transported sediment may become de
posited in continental settings and be preserved for long periods of time to become 
part of the geologic record. The great bulk of sediment undergoing transportation 
ultimately finds its way into ocean basins, where it is eventually deposited below 
wave base and more or less permanently immobilized until buried. 

Sediments deposited by Huid flow of water or wind are commonly charac
terized by layers or beds of various thickness, scarcity of vertical grain-size grad
ing, grain-size sorting ranging from poor to excellent depending upon 
depositional conditions, and a variety of sedimentary structures (Fig. 2.5). Sedi
ments deposited from traction currents commonly preserve sedimentary struc
tures such as cross-beds, ripple marks, and pebble imbrication (pebbles overlap 
like shingles on a roof) that display directional features from which the direction 
of the ancient fluid How can be determined. Sediments deposited from suspension 
lack these flow structures and are commonly characterized instead by fine lamina
tions. Wind is competent to transport and deposit particles in the size range of 
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Figure 2.5 
A. Photograph of well
bedded fl uid-flow de
posits, M iocene, Blacklock 
Point, southern Oregon 
coast. 
B. Schematic representa
tion of typical characteris
tics of fluid-flow deposits. 
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sand to dust (clay) only. By contrast, the grain size of sediment deposited by water 
may range from clay size to cobbles or boulders tens to hundreds of centimeters in 
diameter. These variations in grain size reflect the wide range of energy conditions 
of wind and water that prevail under natural conditions and the variations in rel
ative competence of wind and water to initiate and sustain sediment transport. 
Because of its high viscosity, ice is capable of transporting particles of enormous 
size as well as particles of the smallest sizes. Sediments deposited by glaciers are 
characteristically poorly layered and extremely poorly sorted, with particles rang
ing from meter-size boulders to clay-size grains. 

This brief description of fluid-flow deposits is given here to illustrate the rela
tionship between flow processes and the characteristics of the resulting sedimentary 
deposits. The textures and structures of sedimentary rocks are discussed in detail 
in Chapters 3 and 4; the characteristics of sediments deposited by fluid flows in dif
ferent sedimentary envirorunents are described in Chapters 8 through 11. 

2.4 PARTICLE TRANSPORT BY SEDIMENT 
GRAVITY FLOWS 

In the preceding section, we examined sediment transport resulting from the in
teraction of moving fluids and sediment. During fluid-flow transport, the fluids 
(water, wind, ice) move in various ways under the action of gravity and the sedi
ment is simply carried along with and by the fluid. Sediment can also be trans
ported essentially independently of fluid by the effect of gravity acting directly on 
the sediment. In this type of transport, fluids may play a role in reducing internal 
friction and supporting grains, but they are not primarily responsible for down
slope movement of the sediment. Movement of sediment W1der the influence of 
gravity creates the flow, and flow stops when the sediment load is deposited. 
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Sediment can be transported by the direct action of gravity in both subaerial 
and subaqueous environments. Gravity transport under submarine conditions 
has the greater sedimentological significance. A spectrum of gravity movements 
exists, ranging from those in which sediment is moved en masse and fluids act 
mainly to reduce internal friction by lubricating the grains, to those in which 
transport is on a grain-by-grain basis and fluids play an important role in sup
porting the sediment during transport. Gravity mass movements can be grouped 
into rock falls, slides, and sediment gravity flows, as shown in Table 2.1 .  Rock fall 
involves free fall of blocks or clasts from cliffs or steep slopes. Slides are en-masse 
movements of rock or sediment owing to shear failure that take place with little 
accompanying internal deformation of the mass. Sediment gravity flows are 
more "fluid" types of movement in which breakdown in grain packing occurs and 
internal deformation of the sediment mass is intense. 

Sediment gravity flows are of particular interest because they are capable of 
rapidly transporting large quantities of sediment, including very coarse sediment, 
even into very deep water in the oceans. Gravity flows that occur in subaerial en
vironments can be considered, in a broad sense, to include snow avalanches, 
pyroclastic flows and base surges resulting from volcanic eruptions, grain flow of 
dry sand down the slip face of sand dunes, and both volcanic and nonvolcanic de
bris flows and mud flows, in which large particles are transported in a slurry like 
matrix of finer material. Subaqueous sediment gravity flows also include grain 
flows and debris flows, as well as turbidity currents and liquefied sediment flows. 

Sediment gravity flows can occur only when grains become separated and dis
persed to the point that internal friction and cohesiveness are sufficiently reduced to 

Mechanical 
Mass transport processes behavior Transport mechanism and sediment support 
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Rock fall Free fall and subordinate rolling of individual blocks 
or clasts along steep slopes 

Glide .S{ Shear failure among discrete shear planes with little 
t5 Slide ttl internal deformation or rotation 

Slump 
fil 

Shear failure accompanied by rotation along discrete 

Plastic limit 
shear surfaces with little internal deformation 

Debris flow Shear distributed throughout sediment mass; strength 
� 

Plastic principally from cohesion due to clay content; 0 rz.: Mud flow additional matrix support possibly from buoyancy "' 

g 
"' 

Cohesionless sediment supported by dispersive m t:: "' Inertial c:::: � ·;:a � f- Liquid limit - pressure; flow in inertial (high-concentration) or 
c 1-; 0 Viscous 
·;;: C) rz.:  viscous (low-concentration) regime; steep slopes 
til usually required ,.. 
bC "d 
..... 

Liquefied flow ·;:; Cohesionless sediment supported by upward � $ rz.: displacement of fluid (dilatance) as loosely packed s 0 "' 

;a rz.: :::l structure collapses, settling into a more tightly 0 
Jl -m u packed framework; slopes in excess of 3° required "' 

"d Fluidized flow > . .... :::l Cohesionless sediment supported by the forced i:i: 
upward motion of escaping pore fluid; thin 
( <10 em) and short-lived 

Turbidity current Supported by fluid turbulence 

Source: Nardin, T. R., F. J. Hein, D. S. Gorsline, and B. D. Edwards, 1979. A review of mass movement processes, sediments, and acoustical characteristics, 
and contrasts in slope and base-of-slope systems versus canyon-fan-basin flow systems, in L. J. Doyle and 0. R. Pilkey (eds.), Geology of continental 
slopes: Soc. Econ. Paleontologists and Mineralogists Spec. Pub. 27. Table 1, p. 64, reprinted by permission of SEPM, Tulsa, Okla. 
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Figure 2.6 Grain Flow 
The principal kinds of sediment
gravity flows and the relation
ship of flow type to 
grain-support mechanisms and 
fluid types. [Based on Middle
ton, G. V., and M. A. Hampton, 
1 976, Subaqueous sediment 
transport and deposition by 
sediment gravity flows, in Stan
ley, D. H., and D. j. P. Swift, 
(eds.), Marine sediment trans
port and environmental man
agement: john Wiley & Sons, 
I nc., Fig. 1 ,  p. 1 98.] 
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lower the strength of the sediment mass below the critical point required for gravity 
to initiate movement. Four theoretical types of dispersive and support flow mecha
nisms that can achieve this reduction in intemal strength have been identified: tur
bulent flow (turbulence), upward escape of intergranular fluid, grain interaction 
(dispersive pressure), and support by a cohesive matrix (Fig. 2.6). Four observed flow 
types can be identified that correspond to these theoretical support mechanisms: tur
bidity currents, liquefied flow, grain flow, and mud and debris flow. These four 
mechanisms of gravity transport, described in greater detail below, can be thought of 
as members of a spectrum of sediment-gravity-flow processes. One type may grade 
into another under some conditions, as when a submarine mud flow changes into a 
turbidity current downslope with additional mixing and dilution by water. 

Turbidity Currents 

Flow Mechanisms and Characteristics 

A turbidity current is a kind of density current that flows downslope along the 
bottom of an ocean or lake because of density contrasts with the surrounding (am
bient) water arising from sediment that becomes suspended in the water owing to 
turbulence. Turbidity currents can be generated experimentally in the laboratory 
by the sudden release of muddy, dense water into the end of a sloping flume filled 
with less dense, clear water. They have been observed to occur under natural con
ditions in lakes where muddy river water enters the lakes, and they are believed 
to have occurred throughout geologic time in the marine environment on conti
nental margins. In this setting, they originate particularly in or near the heads of 
submarine canyons. 

Turbidity currents can be generated by a variety of mechanisms, including 
sediment failure, storm-triggered flow of sand and mud into canyon heads, bedload 
inflow from rivers and glacial meltwater, and flows during eruption of airfall ash 
(Normark and Piper, 1991).  They may move as surges or as steady, w1iform flows. 

Surges, or spasmodic turbidity currents, are initiated by some short-lived 
catastrophic event, such as earthquake-triggered massive sediment slumping or 
storm waves acting on a continental shelf. Such an event creates intense turbu
lence in the water overlying the seafloor, resulting in extensive erosion and en
trainment of sediment, which is rapidly thrown into suspension. The sediment 
then remains suspended, supported in the water column by turbulence. This 
process generates a dense, turbid cloud that moves downslope, eroding and pick
ing up more sediment as it increases in speed. Surge flows develop into three main 
parts as they move away from the source: the head, body, and tail. 



2.4 Particle Transport by Sediment Gravity Flows 39 

Box 2.4 Flow Velocity of Turbidity Currents 

The head of the surge is about twice as thick as the rest of the flow and is char
acterized by intense turbulence. The velocity, Uhead, at which the head advances 
into still water is: 

Uhead 0.7 .J¥-gh (2.4.1 )  

where !lp  i s  the density contrast between the turbidity current and the ambient 
water, p is the density of the ambient water, g is gravitational acceleration, and 
h is the height of the head (Middleton and Hampton, 1976). The head is over
hanging and is divided transversely into lobes and clefts (Fig. 2.4.1 and 2.4.2). 

Flow within the body of a surge-type turbidity current is nearly steady 
and uniform and the flow is almost uniform in thickness. The body moves at a 
velocity, Ubody' that is: 

(2.4.2) 

where h is the height or thickness of the flow, s is the slope of the bottom, fo is 
the frictional resistance at the bottom of the flow, and h is the frictional resis
tance at the upper interface of the flow in contact with the overlying ambient 
water layer. The body flows at a velocity that is faster in deep water than that of 
the head. This difference in velocity causes the forward part of the body to con
sume itself within the head in the process of mixing with the ambient water 
(Allen, 1985). The tail of the flow thins abruptly away from the body and be
comes more dilute. 

Figure 2.4.1 
Postulated structure of the head and body of a turbidity current advancing into deep 
water. The tai l  is not shown. [From Allen, J. R. L., 1 985, Loose boundary hydraulics and 
fluid mechanics: Selected advances since 1 96 1 ,  in Brenchley, P., and D. ) . P. Swift, 
(eds.), Sedimentology: Recent developments and applied aspects. Fig. 8, p. 20, reprint
ed by permission of Blackwell Scientific Publications, Ltd., Oxford .] 
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Figure 2.4.2 
The head of an experimental ly-generated turbid ity cu rrent advancing across the floor 
of a smal l  flume. Note the lobes and clefts created by extreme turbulenc;e in the h ead.  
Modified from "G ravity Deposits" (video), l nstitut Fran�ais du Petfele .. Reproduced by 
permission . 

Some turbidity currents are steady, uniform flows that lack a turbulent head. 
These flows move at velocities similar to those of the body of surge-type flows. Al
though the velocity is sensitive to the slope over which flow takes place, flow may 
occur on slopes as low as 1 degree (Kersey and Hsi.i, 1976). Steady, uniform flows 
have been observed along the sloping bottom of lakes where sediment-laden 
rivers run into the lakes. They may occur also on continental shelves where 
muddy rivers discharge; however, they are less likely in this setting because the 
density contrast between muddy river water and ocean water is less than that be
tween muddy river water and fresh water. 

Once sediment is suspended in a turbidity current, the turbidity current con
tinues to flow for some time under the action of gravity and inertia. Flow will stop 
when the sediment-water mixture that produces the density contrast with the am
bient water is exhausted by settling of the suspended load. Rapid deposition of 
coarser particles from suspension appears to occur in regions near the source 
owing to early decay of the extremely intense turbu lence generated by the initial 
event. As the flow continues to move forward, the remaining coarser material will 
be progressively concentrated in the head of the flow; denser fluid must be con
tinuously supplied to the head to replace that lost to eddies that break off from the 
head and rejoin the body of the flow. Owing to differences in turbulence in the 
head and body, the head may be a region of erosion while deposition is taking 
place from the body. 

Theoretically, sediment remaining in suspension a fter initial deposition of 
coarse material in the proximal area can, during further transport, be maintained 
in suspension for a very long time in a state of dynamic equilibrium called 
autosuspension (Bagnold, 1962; Pantin, 1979; Parker, 1982). A condition of auto
suspension is presumably maintained because turbulence continues to be generat
ed in the bottom of the flow owing to gravity-generated downslope flow of the 
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turbidity current over the bed. Thus, loss of energy by friction of the flow with the 
bottom is compensated for by gravitational energy. The distance that turbidity 
currents can travel in the ocean is not known from unequivocal evidence. A pre-
sumed turbidity current triggered by the 1929 Grand Banks earthquake off Nova 
Scotia appears to have traveled south across the floor of the Atlantic for a distance 
of more than 300 km at velocities up to 67 km/hr (19 m/s), as timed by breaks in 
submarine telegraph cables (Piper, Shor, and Clark, 1988). Transport of sediment 
over this distance suggests that autosuspension may actually work; nonetheless, 
some geologists remain skeptical of the autosuspension process (e.g., review by 
Middleton, 1993). 

The velocity of a turbidity current eventually diminishes owing to flattening 
of the canyon slope, overbank flow of the current along a submarine channel, or 
spreading of the flow over the flat ocean floor at the base of the slope. As the flow 
slows, turbulence generated along the sole of the flow also diminishes, and the 
current gradually becomes more dilute owing to mixing with ambient water 
around the head and along the upper interface. The remaining sediment carried in 
the head eventually settles out, causing the head to sink and dissipate. The exact 
process by which deposition takes place from various parts of a turbidity current 
is still not thoroughly understood, although it seems clear from experimental re
sults that deposition does not occur in all parts of the current at the same time. As 
mentioned above, for example, the head may be a region of potential erosion at 
the same time that the body behind the head is depositing sediment. Sediment 
that is deposited very rapidly from some parts of the flow, such as the head, may 
undergo little or no subsequent traction transport before being quickly buried. On 
the other hand, in more distal parts of the flow or in areas where the head over
flows the channel, a period of scouring by the head may be followed by slow de
position from the body and tail, during which additional traction transport of the 
deposited sediment takes place. Final deposition from the tail may take place after 
movement of the current is too weak to produce traction transport. 

Depending upon position within the turbidity flow and the initial amount of 
sediment put into suspension by the flow, turbidity currents may contain either 
high or relatively low concentrations of sediment. Two principal types of turbidi
ty currents, on the basis of suspended particle concentration, can be considered: 
low-density flows, containing less than about 20 to 30 percent grains, and high
density flows, containing greater concentrations (Lowe, 1982). Low-density flows 
are made up largely of clay, silt, and fine- to medium-grained sand-size particles 
that are supported in suspension entirely by turbulence. High-density flows may 
include coarse-grained sands and pebble- to cobble-size clasts as well as fine sedi
ment. Support of coarse particles during flow is provided by turbulence aided by 
hindered settling resulting from their own high sediment concentrations and the 
buoyant lift provided by the interstitial mixture of water and fine sediment. 
(High-density flows differ from debris flows in that debris flows are not turbulent 
and are less fluid. )  Note that the heads of turbidity currents may be high-density 
flows, whereas the tails may be dilute, low-density flows. 

Turbidity Current Deposits 

The deposits of turbidity currents, commonly called turbidites, are of two basic 
types. Turbidites deposited from high-density flows with high sediment concen
trations tend to form thick-bedded turbidite successions containing coarse-grained 
sandstones or gravels. Individual flow units typically have relatively poor grad
ing and few internal laminations, and basal scour marks are either poorly devel
oped or absent. Some turbidites with thick, coarse-grained basal units may grade 
upward to finer grained deposits that display traction structures such as lamina
tions and small-scale cross bedding (Fig. 2.7). In the uppermost part of the flow 
units, the sediments may consist of very fine grained, nearly homogeneous muds 
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Figure 2.7 
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deposited from the tail of the flow. The deposits of more dilute, low-concentration 
turbidity current flows generally form thin-bedded turbidite successions. Individ
ual flow units are fine grained at the base and display good vertical size grading, 
well-developed laminations, and small-scale cross-bedding. Scour marks may be 
present on the soles or bottoms of the beds. 

Bouma (1962) proposed an ideal turbidite sequence, now commonly called a 
Bouma sequence. This ideal sequence consists of five structural units (Fig. 2.8-1) 
that include the characteristics of both types of turbidites. These structural subdi
visions presumably record the decay of flow strength of a turbidity current with 
time and the progressive development of different sedimentary structures and 
bedforms in adjustment to different flow regimes (upper-flow regime to lower
flow regime) as current-flow velocity wanes. Most turbidites do not contain all of 
these structural units. Thick, coarse-grained turbidites tend to show well-developed 
A and B units, but C through E units are commonly poorly developed or absent. 
Thin, finer grained turbidites may display well-developed C through E units and 
poorly developed or absent A and B units. In fact, Hsii (1989, p. 116) claims that 
Bouma's D unit rarely occurs and that most turbidites can be divided into only 
two units: a lower horizontally laminated unit (unit A + B, Fig. 2.8-2 and -3) and 
an upper, cross-laminated unit (unit C). Unit E is a problem because it may consist 
of fine material deposited slowly from the water column, and thus it may not be 
part of a turbidite flow unit. 
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3 
Fl:gure 2.8 
Ideal sequence of sedimentary 
structures in graded-bed un its 
as proposed by Bouma (1 ) and 
Hsii (2). Note that in Hsi.i's 
model, Bou ma units A and B 
are combined and unit D is 
omitted. 0) Photograph of a 
Bouma unit that is very similar 
to Hsi.i's model (Cretaceous, 
southern Oregon coast). [1 and 
2 after Hsi.i, K.j., 1 989, Physical 
principles of sedimentology, 
Fig. 7.8, p. 1 1 6, reprinted by 
permission of Springer-Verlag, 
Berlin.] 

Turbidites laid down near the source, particularly within the main transport 
channel where suspended sediment concentrations are high, are generally the 
coarse-grained, massive, or poorly laminated type. Some very high concentration 
flows may also deposit coarse-grained turbidites within the main channel at con
siderable distances from the source. On the other hand, thin, fine-grained tur
bidites can also be deposited near the source where turbidity currents overflow 
the banks of a channel and become more dilute as they spread out over the 
seafloor, as well as in areas more distant from the source. The deposits of a single 
turbidity current flow typically display horizontal size grading in addition to ver
tical size grading. That is, thick, coarse-grained deposits generally grade �ateraUy 
to thinner and finer grained sediments. For a more comprehensive treatment of 
turbidites, see Multi (1992). 

Liquefied Flows 

Flow Mechanisms 

Liquefied flows are concentrated dispersions of grains in which the sediment is 
supported either by the upward flow of pore water escaping from between the 
grains as they settle downward by gravity or by pore water that is forced upward 
by injection from below. Loosely packed, cohesionless sediment such as sand can 
become temporarily liquefied owing to a sudden shock, or series of shocks, that 
causes the grains to momentarily lose contact with each other and become sus
pended in their own pore fluid. Grain contact may also be lost if a fluid is intro
duced into the base of a mass or column of cohesionless sediment and injection is 
continued until the grains are pushed apart, with· their weight being supported by 
the rising fluid. This process is called fluidization. Once the cohesionless sediment 
has become liquefied (or fluidized), · It loses its strength and behaves like a high
viscosity fluid that can, nonetheless, flow quite rapidly down slopes as low as 3°. 

Liquefied flow can occur only as long as grain dispersion is marntained. As 
soon as the grains settle out of the fluid and reestablish grain-to-grain contact, the 
flowing layer will "freeze up" and stop moving. "Freezing" begins at the base of 
the flow; a surface of settled grains rises up through the dispersion at a rate deter
mined by the settling velocity of the partides (Fig. 2.9}. The time required for set
tling to occUF is on the order of hours for thkk, fine-grained flows (Lowe, 1976); 
theref@re, liquefied flows may travel short, though potentially important, dis
tances before deposition. The upward movement of pore waters through the set
tling grains as deposition occurs leads to formation of a number of fluid escape 
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Water 

Figure 2.9 

Water 
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sand 
· 

Water 

Schematic representation of grain settling and water expulsion 
during deposition of sand from a liquefied flow. [After Allen, J. R. 
L., and N. L. Banks, 1 972, An interpretation and analysis of 
recumbent-folded deformed cross bedding: Sedimentology, 

Resedimented 
sand in  
tighter 

· packing .· 

· Resedimented 
sand 

v. 1 9, Fig. 3, p. 267, reprinted by permission of Elsevier Science 
Publishers, Amsterdam.] 

structures, such as dish structures. Some liquefied flows may become turbulent as 
the flowing sediment mass is accelerated downslope and thus change into turbid
ity currents. 

Liquidized-Flow Deposits 

The deposits of liquefied flows are typically thick, poorly sorted sand units. They 
are characterized particularly by fluid escape structures (Chapter 4), such as the 
dish structures, pipes, and sand volcanoes shown in Figure 2.7B. 

Grain Flows 

Flow Mechanism 

Grain flows are dispersions of cohesionless sediment in which the sediment is 
supported in air by dispersive pressures owing to direct grain-to-grain collisions 
and in water by collisions and close approaches. Sediment can flow rapidly under 
both subaerial and subaqueous conditions, especially on steep slopes that ap
proach the angle of repose for the sediment. Grain flow results in the movement of 
cohesionless sediments down steep slopes owing to sudden loss of internal shear 
strength of the sediment. Grain flow begins when traction processes cause cohe
sionless sediment, commonly sand, to be piled up beyond the critical angle of re
pose. This angle is a function of grain packing and grain shape and tends to be 
greatest in deposits with angular grains of low sphericity. When the angle of repose 
for a particular sediment is exceeded, avalanching occurs; flow quickly begins 
when the internal shear stresses owing to gravity exceed the internal shear 
strength of the sediment. The dispersive pressures needed to force the grains 
apart and keep them suspended during flow are provided not by fluid but by 
grain-to-grain collisions in air and grain collisions and close encounters in water 
as the failed mass of sediments moves down a slope. During the interaction of 
grains, dispersive pressure is the force normal to the plane of shearing which 
tends to expand or disperse the grains in that direction. Bagnold (1956) suggested 
that the relation between the shear stress (1) acting on grains and the dispersive 
pressure (P) is 

T/P = tan a (2.11 )  

where a is  the angle of  internal friction. This formula suggests that the minimum 
slope on which sustained grain flow in air is possible is about 30°; under water, 
greater slopes may be required for flow to occur. Although dispersion or dilation 
of sand grains is achieved and maintained during flow primarily by grain colli
sions, dispersion may be aided under some conditions by upward flow of pore 
fluids as grains settle or possibly by buoyancy of a dense mud matrix. Grain flow 
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is similar to liquefied flow in many respects and may, in fact, grade into these 
flows. In contrast to liquefied flows, grain flow can occur under subaerial condi-
tions as well as subaqueous conditions. 

Grain flow is common on the lee slopes of sand dunes. Flows of cohesionless 
sand have also been observed and photographed in the ocean as they moved 
down steep slopes in submarine canyons (Shepard, 1961; Dill, 1966; Shepard and 
Dill, 1966). Grain flows over the floors of Norwegian fjords are reported to be re
sponsible for breaking submarine telephone cables. Grain flows may be of limited 
geological significance because of the steep slopes required to initiate flow, al
though it has been suggested that grain flow may accompany turbidity currents 
on less steep slopes, moving beneath but independently of the turbidity currents. 
Deposition of grain-flow sediment occurs quickly and en masse by sudden " freez
ing," primarily as a result of reduction of slope angle. 

Grain-Flow Deposits 

Grain-flow origin has been suggested by some workers for very thick, almost 
massive sandstone beds; however, Lowe (1976) concluded that the deposits of a 
single grain flow in any environment cannot be thicker than a few centimeters for 
sand-size grains. Reverse grading (that is, grading from fine size to coarse size 
upward, which occurs in some sandstones) has been attributed to grain-flow 
processes. Reverse grading is assumed to form during grain flow as a result of 
smaller particles filtering down through larger particles while they are in the dis
persed state, a process called kinetic sieving. 

Grain-flow deposits are massively bedded with little or no internal lamina
tions and grading except possible reverse grading in the base (Fig. 2.7C). Deposits 
of a single grain flow are commonly less than about 5 em thick 

Debris Rows and Mud Rows 

Subaerial debris flows occur under many climatic conditions but are particularly 
common in arid and semiarid regions where they are usually initiated after heavy 
rainfalls. They are also common in volcanic regions where volcanic debris become 
water saturated during heavy rains that accompany eruptions or from melting ice 
and snow that accumulate on volcanic cones between eruptions. Debris flows are 
slurry like flows composed of highly concentrated, poorly sorted mixtures of sedi
ment and water that behave in a different manner than fluid flows. 

Box 2.5 Types of Fluids 

Depending upon the extent to which dynamic viscosity (p.,) changes with 
shear or strain (deformation) rate, three general types of fluids can be defined. 
Newtonian fluids have no strength and do not undergo a change in viscosity 
as the shear rate increases (Fig. 2.5.1). Thus, ordinary water, which does not 
change viscosity as it is stirred or agitated, is a Newtonian fluid. Non-Newtonian 
fluids have no strength but show variable viscosity (p.,) with change in shear 
or strain rate. Water that contains dispersions of sand in concentrations greater 
than about 30 percent by volume, or even lower concentrations of cohesive 
clay, behaves as a non-Newtonian fluid. Therefore, highly water-saturated, 
ooncornpacted muds may display non-Newtonian behavior. Such muds may 
flow sluggishly at low flow velocities but display less viscous flow at higher 
velocities. 

Some extremely concentrated dispersions of sediment may behave as 
plastic substances, which have an initial strength that must be overcome before 
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they yield. If the plastic material behaves as· a substance with constant viscosi
ty after the yield strength is exceeded, it is called a �ingham plastic. O'ebris 
flows in which large cobbles or boulders are supported in a mattrix of intersti· 
tial fluid and fine sediment are examples of natural substances that behave as 
Bingham plastics. Water with dispersed sediment, and other plastic materi
als (such as ice), which behave as substances with variable viscosity after 
yield strength is exceeded and they start to flow, are called pseudoplastics. 
Thixotropic substances, a special type of pseudoplastic, have strength until 
sheared. Shearing destroys their strength; the substances then behave like a 
fluid (commonly non-Newtonian) until allowed to rest a short while, after 
which strength is regained. Freshly deposited muds commonly display 
thixotropic behavior. Shearing resulting from earthquake tremors, for exam
ple, can cause liquefaction and failure of such muds. Such momentary lique
faction may result in downslope movement of sediment that otherwise would 
not undergo transport. Differences in behavior of Newtonian fluids, non-New
tonian fluids, and plastic substances in response to shear stress are illushated 
schematically in Figure 2.5.1. 

Yleld stress 
Shear stress (T) 

Figure 2.5.1 
Types of fluids: rates of deformation vs. shear stress for fluids and plastics. [After Blatt, 
H., G. V. Middleton, and R. Murray, 1980, Origin of sedimentary rocks, 2nd ed., Fig. 
5.26, p. 187. Reprinted by permission of Prentice-Hall, Englewood Cliffs, N.j.] 

Debris-Flow Mechanisms 

Debris flows behave as Bingham plastics; that is, they have a yield strength that 
must be overcome before flow begins. The cohesive mud matrix in debris flows 
has enough strength to support large grains, but cohesiveness is not great enough 
to prevent flow on an adequate slope. Debris flows are generally initiated on steep 
slopes ( > 10°), but they can flow considerable distances on gentle slopes of 5° or 
less; they occur in both subaerial and subaqueous environments. They consist of 
poorly sorted mixtures of particles, which may range to boulder-size, in a fine 
gravel, sand, or mud matrix. Those composed predominantly of mud-size grains 
are mud flows and those with a lower but substantial mud fraction (>5 percent 
by volume) are muddy debris flows (Middleton, 1991). The grains in these 
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mud-bearing debris flows are supported in a matrix of mud and interstitial water 
that has enough cohesive strength to prevent larger particles from settling but not 
enough strength to prevent flow. Debris flows that have a matrix composed pre
dominantly of cohesionless, sand and gravel are mud-free debris flows (Middle
ton, 1991). The support mechanism for tnes.e mud-free debris flows is poorly 
understood. 

After the yield strength of a debris flow has been overcome owing to water 
saturation, and movement begilils, the flow may continue to move over slopes as 
low as 1°m 2° (Curray, 1966). Debris flows are believed to occur also in subaque
ous �nvironments, possibly as a result of mix:ing at the downslope ends of sub
aqueous slumps. As subaqueous debris flows move rapidly downslope and ·are 
diluted by !illixing with more water, their strength is reduced, and they may pass 
into turbidity currents. Deposition of the entire mass of debris flows and mud 
flows occurs quickly. When the shear stress owing to gravity no longer exceeds 
the yield strength of the base of the flow, the mass "freezes" and stops moving. 

Debris-Flow Deposits 

Debris-flow deposits are thick, poorly sorted units that lack interna'llayering (Fig. 
2.70; Fig. 2.10). They typically consist of chaotic mixtures of particles that may 
range in size from clay to boulders. The large particles commonly show no pre
ferred orientation. They are generally poorly graded, but if grading is present, it 
may be either normal or reverse. 
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T 
he transport and depositional processes described in Chapter 2 generate a 
wide variety of sedimentary rocks, each characterized by distinctive textur
al and structural properties. Sedimentary texture refers to the features of 

sedimentary rocks that arise from the size, shape, and orientation of individual 
sediment grains. Geologists have long assumed that the texture of sedimentary 
rocks reflects the nature of transport and depositional processes and that charac
terization of texture can aid in interpreting ancient environmental settings and 
boundary conditions. An extensive literature has thus been published dealing 
with various aspects of sediment texture, particularly methods of measuring and 
expressing grain size and shape and interpretation of grain size and shape data. 
The textures of siliciclastic sedimentary rocks are produced primarily by physical 
processes of sedimentation and are considered to encompass grain size, shape 
(form, roundness, surface texture), and fabric (grain orientation and grain-to
grain relations). The interrelationship of these primary textural properties con
trols other, derived, textural properties such as bulk density, porosity, and 
permeability. The textures of some nonsiliciclastic sedimentary rocks such as cer
tain limestones and evaporites are also generated partly or wholly by physical 
transport processes. The texture of others is principally caused by chemical or bio
chemical sedimentation processes. Extensive recrystallization or other diagenetic 
changes may destroy the original textures of nonsiliciclastic sedimentary rocks 
and produce crystalline textural fabrics that are largely of secondary origin. Obvi
ously, the textural features of chemically or biochemically formed sedimentary 
rocks, and of rocks with strong diagenetic fabrics, have quite different genetic sig
nificance from those of unaltered siliciclastic sedimentary rocks. 

W hereas the term "texture" applies mainly to the properties of individual 
sediment grains, sedimentary structures, such as cross-bedding and ripple marks, 
are features formed from aggregates of grains. These structures are generated by 
a variety of sedimentary processes, including fluid flow, sediment gravity flow, 
soft-sediment deformation, and biogenic activity. Because sedimentary structures 
reflect environmental conditions that prevailed at or very shortly after the time of 
deposition, they are of special interest to geologists as a tool for interpreting an
cient depositional environments. We can use sedimentary structures to help eval
uate such aspects of ancient sedimentary environments as sediment transport 
mechanisms, paleocurrent flow directions, relative water depths, and relative cur
rent velocities. Some sedimentary structures are also used to identify the tops and 
bottoms of beds and thus to determine if sedimentary successions are in deposi
tional stratigraphic order or have been overturned by tectonic forces. Sedimentary 
structures are particularly abundant in coarse siliciclastic sedimentary rocks that 
originate through traction transport or turbidity current transport. They occur 
also in nonsilicidastic sedimentary rocks such as limestones and evaporites. 



Sedimentary Textures 

3.1 INTRODUCTION 

T
his chapter focuses primarily on the physically produced textures of silici
clastic sedimentary rocks. Some of the special textural features that are im
portant to understanding the classification and genesis of limestones and 

other nonsiliciclastic sedimentary rocks are discussed in Chapters 6 and 7. In this 
chapter, we examine the characteristic textural properties of grain size and shape, 
particle surface texture, and grain fabric and discuss the genetic significance of 
these properties. Although the study of sedimentary textures may not be the most 
exciting aspect of sedimentology, it is nonetheless an important field of study. A 
thorough understanding of the nature and significance of sedimentary textures is 
fundamental to interpretation of ancient depositional environments and transport 
conditions, although much uncertainty still attends the genetic interpretation of 
textural data. Some long-standing ideas about the genetic significance of sediment 
textural data are now being challenged, while new ideas and techniques for 
studying and interpreting sediment texture continue to emerge. No textbook on 
sedimentology would be complete without some discussion of sediment texture 
and its genetic significance. 

3.2 GRAIN SIZE 

Grain size is a fundamental attribute of siliciclastic sedimentary rocks and thus 
one of the important descriptive properties of such rocks. The sizes of particles in 
a particuiar deposit reflect weathering and erosion processes, which generate par
ticles of various sizes, and the nature of subsequent transport processes, as dis
cussed in Chapter 2. Grains can range in size from day-size particles that require a 
microscope for clear visualization to boulders several meters in diameter. Sedimen
tologists are particularly concerned with three aspects of particle size: (1) techniques 
for measuring grain size and expressing it in terms of some t)rpe of grain-size or 
grade scale, (2) methods for summarizing large amounts of grain-size data and 
presenting them in graphical or statistical form so that they can be more easily 
evaluated, and (3) the genetic (e.g., environmental) significance of these data. We 
will now examine each of these concerns. 

51 
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Grain-Size scales 

As mentioned, particles in sediments and sedimentary rocks range in size from a 
few microns to a few meters. Because of this wide range of particle sizes, loga
rithmic or geometric scales are more useful for expressing size than are linear 
scales. In a geometric scale there is a succession of numbers such that a fixed ratio 
exists between successive elements of the series. The grain-size scale used almost 
universally by sedimentologists is the Udden-Wentworth scale. This scale, first 
proposed by Udden in 1898 and modified and extended by Wentworth in 1922, is 
a geometric scale in which each value in the scale is either twice as large as the 
preceding value or one-half as large, depending upon the sense of direction 
(Table 3.1). The scale extends from <1/256 mm (0.0039 mm) to >256 mm and is 
divided into four major size categories (clay, silt, sand, and gravel), which can be 
further subdivided (e.g., fine sand, medium sand, coarse sand). Blair and 
McPherson (1999) suggest that the coarse end of the Udden-Wentworth scale be 
divided into a greater number of subdivisions than those shown in Table 3.1 by 
adding block (4.1-65.5 m), slab (65.5 m-1.0 km), monolith (1.0-33.6 km), and 
megalith (>33.6 km). 

A useful modification of the Udden-Wentworth scale is the logarithmic phi 
scale, which allows grain-size data to be expressed in units of equal value for the 
purpose of graphical plotting and statistical calculations. This scale, proposed by 
Krumbein in 1934, is based on the following relationship: 

cf> = -log2 d (3.1) 

where cf> is phi size and d is the grain diameter in millimeters. For example, a grain 
4 mm in diameter has a phi size of -2, which is the power required to raise the base 
(2) of the logarithm to 4 (i.e., 22). A grain 8 mm in size has a phi value of -3 (the 
base 23) .  Some equivalent phi and millimeter sizes are shown in Table 3.1. Note 
that the phi scale yields both positive and negative numbers. The real size of par
ticles, expressed in millimeters, decreases with increasing positive phi values and 
increases with decreasing negative values. Because sand-size and smaller grains 
are the most abundant grains in sedimentary rocks, Krumbein chose the negative 
logarithm of the grain size in millimeters so that grains of this size will have posi
tive phi values, avoiding the bother of constantly working with negative numbers. 
This usage is also consistent with the common practice of plotting coarse sizes to 
the left and fine sizes to the right in graphs. 

Measuring Grain Size 

The size of siliciclastic grains can be measured by several techniques (Table 3.2). 
The choice of methods is dictated by the purpose of the study, the range of grain 
sizes to be measured, and the degree of consolidation of sediment or sedimentary 
rock. Large particles (pebbles, cobbles, boulders) in either unconsolidated sedi
ment or lithified sedimentary rock can be measured manually with a caliper or 
tape. Grain size is commonly expressed in terms of either the long dimension or 
the intermediate dimension of the particles. Granule- to silt-size particles in un
consolidated sediments or sedimentary rocks that can be disaggregated are com
monly measured by sieving through a set of nested, wire-mesh screens (see 
Ingram, 1971). The sieve numbers of U.S. Standard Sieves that correspond to vari
ous millimeter and phi sizes are shown in Table 3.1. Sieving techniques measure 
the intermediate dimension of particles because the intermediate particle size gen
erally determines whether or not a particle can go through a particular mesh. 

Grain size of small, unconsolidated particles can also be measured by sedi
mentation techniques on the basis of the settling velocity of the particles. In these 
techniques, grains are allowed to settle through a column of water at a specified 
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temperature in a settling tube, and the time required for the grains to settle is mea
sured. For coarser particles (granules, sand, silt), the settling time of the particles is 
related empirically to a standard size-distribution curve (calibration curve) to ob
tain the equivalent millimeter or phi size (see, for example, Poppe, Eliason, and 
Fredricks, 1985). As mentioned in Chapter 2, settling velocity of particles is affected 
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Wentworth size class 

Boulder 

Cobble 

Pebble 

Granule 

Very coarse sand 

Coarse sand 

Medium sand 

Fine sand 

Very fine sand 

Coarse silt 

Medium silt --

Fine silt 
Very fine silt __ 

Clay 
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Type of sample 

Unconsolidated sediment 
and disaggregated 
sedimentary rock 

Uthified sedimentary 
rock 

Sample grade 

Boulders 
Cobbles 
Pebbles 

Granules 
Sand 
Silt 
Clay 

Boulders 
Cobbles 
Pebbles 

Granules 
Sand 
Silt 
Clay 

Method of analysis 

Manual measurement of individual clasts 

Sieving, settling-tube analysis, image 
analysis 

Pipette analysis, sedimentation balances, 
photohydrometer, Sedigraph, laser-
diffractometer, electroresistance 
(e.g., Coulter counter) 

Manual measurement of individual clasts 

Thin-section measurement. image analysis 

Electron microscope 

by particle shape. Spherical particles settle faster than nonspherical particles of the 
same mass. Therefore, determining the grain sizes of natural, nonspherical parti
cles by sedimentation techniques may not yield exactly the same values as those 
determined by sieving. 

The grain size of fine silt and clay particles can be determined by sedimenta
tion methods based on Stokes's Law (Chapter 2). The standard sedimentation 
method for measuring the sizes of these small particles is pipette analysis (Gale
house, 1971). Pipette analysis is a laborious process because of the many opera
tions involved. To simplify these procedures, automatic-recording settling tubes 
have now been developed that allow the sizes of both sand-size and clay-size sed
iment to be more easily and rapidly determined. Several other kinds of automated 
particle-size analyzers are also available, each based on a slightly different princi
ple. A photohydrometer is a settling tube that empirically relates changes in in
tensity of a beam of light passed through a column of suspended sediment to 
particle settling velocities and thus to particle size (Jordan, Freyer, and Hemmen, 
1971). The Sedigraph determines particle size by measuring the attenuation of a 
finely collimated X-ray beam as a function of time and height in a settling suspen
sion (Stein, 1985; Jones, McCave, and Patel, 1988). A laser-diffracter size analyzer 
operates on the principle that particles of a given size diffract light through a 
given angle, which increases with decreasing particle size (McCave et al., 1986). 
Electroresistance size analyzers, such as the Coulter counter or Electrozone parti
cle counter, measure grain size on the basis of the principle that a particle passing 
through an electrical field maintained in an electrolyte will displace its own vol
ume of the electrolyte and thus cause a change in the field. These changes are 
scaled and counted as voltage pulses; the magnitude of each pulse is proportional 
to particle volume (Swift, Schubert, and Sheldon, 1972; Muerdter, Dauphin, and 
Steele, 1981). Semiautomated image analysis techniques use TV cameras to cap
ture and digitize grain images from which, with the aid of appropriate computer 
software, grain-size diameters can be calculated (Kennedy and Mazzullo, 1991). 
For a comparison of some of these analytical techniques, see Singer et al. (1988). 
Additional information is available in Principles, Methods, and Applications of Parti
cle Size Analysis, a monograph edited by Syvitski (1991). 



T he grain size of particles in consolidated sedimentary rocks that cannot be 
disaggregated must be measured by techniques other than sieving or sedimenta
tion analysis. The size and sorting of sand- and silt-size particles can be estimated 
by using a reflected-light binocular microscope and a standard size-comparison 
set, which consists of grains of  specific sizes mounted on a card. More accurate 
size determination can be made by measuring grains in thin sections of rock by 
use of a transmitted-light petrographic microscope fitted with an ocular microme
ter or by the image analysis technique mentioned above. Both microscopic and 
image analysis techniques tend to yield grain sizes that are smaller than the 
maximum diameter of the grains because the plane of a thin section does not cut 
exactly through the centers of most grains. Grain sizes measured by these meth
ods are commonly corrected mathematically in some way to make them agree 
more closely with sieve data (Burger and Skala, 1976; Piazzola and Cavaroc, 1991). 
Fine silt- and day-size grains in consolidated rocks may be studied by use of an 
electron microscope, although the electron microscope is not commonly used for 
grain-size measurements. 

Graphical and Mathematical Treatment of Grain-Size Data 

Measurement of grain size by the techniques described generates large quantities 
of data that must be reduced to a more condensed form before they can be used. Ta
bles of data showing the weights of grains in various size classes must be simpli
fied to yield such average properties of grain populations as mean grain size and 
sorting. Both graphical and mathematical data-reduction methods are in common 
use. Graphical plots are simple to construct and provide a readily understandable 
visual representation of grain-size distributions. On the other hand, mathematical 
methods, some of which are based on initial graphical treatment of data, yield sta
tistical grain-size parameters that may be useful in environmental studies. 

Graphical Plots 
Figure 3.1 illustrates three common graphical methods for presenting grain-size 
data. Figure 3.1A shows typical grain-size data obtained by sieve analysis. Raw 
sieve weights are first converted to individual weight percents by dividing the 
weight in each size class by the total weight. Cumulative weight percent may be 
calculated by adding the weight of each succeeding size class to the total of the 
preceding classes. Figure 3.1B shows how individual weight percent can be plot
ted as a function of grain size to yield a grain-size histogram-a bar diagram in 
which grain size is plotted along the abscissa of the graph and individual weight 
percent along the ordinate. Histograms provide a quick, easy, pictorial method for 
representing grain-size distributions because the approximate average grain size 
and the sorting-the spread of grain-size values around the average size-can be 
seen at a glance. Histograms have limited application, however, because the shape 
of the histogram is affected by the sieve interval used. Also, they cannot be used to 
obtain mathematical values for statistical calculations. 

A frequency curve (Figure 3.1B) is essentially a histogram in which a smooth 
curve takes the place of a discontinuous bar graph. Connecting the midpoints of 
each size class in a histogram with a smooth curve gives the approximate shape of 
the frequency curve. A frequency curve constructed in this manner does not, how
ever, accurately fix the position of the highest point on the curve; this point is im
portant for determining the modal size, to be described. A grain-size histogram 
plotted from data obtained by sieving at exceedingly small sieve intervals would 
yield the approximate shape of a frequency curve, but such small sieve intervals 
are not practical. Accurate frequency curves can be derived from cumulative 
curves by special graphical methods described in detail by Folk (1974). 
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Figure 3.1 
Common visual methods 
of displaying grain-size 
data. A. Grain-size data 
table. B. Histogram and 
frequency curve plotted 
from data in A. C. Cumula-
tive curve with an arith-
metic ordinate scale. D. 

Cumulative curve with a 
probability ordinate scale. 
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A grain-size cumulative curve is generated by plotting grain size against cu
mulative weight percent frequency. The cumulative curve is the most useful of the 
grain-size plots. Although it does not give as good a pictorial representation of 
the grain-size distribution as does a histogram or frequency curve, its shape is 
virtually independent of the sieve interval used. Also, data that can be derived 
from the cumulative curve allow calculation of several important grain-size sta
tistical parameters. A cumulative curve can be plotted on an arithmetic ordinate 
scale (Fig. 3.1C) or on a log probability scale in which the arithmetic ordinate is re
placed by a log probability ordinate (Fig. 3.10). W hen phi-size data are plotted on 
an arithmetic ordinate, the cumulative curve typically has the 5-shape shown in 
Figure 3.1C. The slope of the central part of this curve reflects the sorting of the 
sample. A very steep slope indicates good sorting, and a very gentle slope poor 
sorting. If the cumulative curve is plotted on log probability paper, the shape of 
the curve will tend toward a straight line if the population of grains has a normal 
distribution (actually log-normal, as illustrated in Figure 3.1D).ln a normal distri
bution, the values show an even distribution, or spread, about the average value. 
In conventional statistics, a normally distributed population of values yields a 
perfect bell-shaped curve when plotted as a frequency curve. Deviations from 
normality of a grain-size distribution can thus be easily detected on log probabili
ty plots by deviation of the cumulative curve from a straight line. Most natural 
populations of grains in siliciclastic sediments or sedimentary rocks do not have a 
normal (or log-normal) distribution; the nearly normal distribution shown in 
Figure 3.1B is not typical of natural sediments. Some investigators believe that the 
shape of the log probability curve reflects conditions of the sediment transport 
process and thus can be used as a tool in enviromnental interpretation. We shall 
return to this point subsequently. 



Graphical plots permit quick, visual inspection of the grain-size charac
teristics of a given sample; however, comparison of graphical plots becomes 
cumbersome and inconvenient when large numbers of samples are involved. 
Also, average grain-size and grain-sorting characteristics cannot be deter
mined very accurately by visual inspection of grain-size curves. To overcome 
these disadvantages, mathematical methods that permit statistical treatment 
of grain-size data can be used to derive parameters that describe grain-size 
distributions in mathematical language. These statistical measures allow both 
the average size and the average sorting characteristics of grain populations to 
be expressed mathematically. Mathematical values of size and sorting can be 
used to prepare a variety of graphs and charts that facilitate evaluation of 
grain-size data. 

Mathematical Measures 
Average Grain Size. Three mathematical measures of average grain size are in com
mon use. The mode is the most frequently occurring particle size in a population of 
grains. The diameter of the modal size corresponds to the diameter of grains repre
sented by the steepest point (inflection point) on a cumulative curve or the highest 
point on a frequency curve. Siliciclastic sediments and sedimentary rocks tend to 
have a single modal size, but some sediments are bimodal, with one mode in the 
coarse end of the size distribution and one in the fine end. Some are even poly
modal. The median size is the midpoint of the grain-size distribution. Half of the 
grains by weight are larger than the median size, and half are smaller. The median 
size corresponds to the 50th percentile diameter on the cumulative curve (Fig. 3.2). 
The mean size is the arithmetic average of all the particle sizes in a sample. The true 
arithmetic mean of most sediment samples cannot be determined because we can
not count the total number of grains in a sample or measure each small grain. An ap
proximation of the arithmetic mean can be arrived at by picking selected percentile 
values from the cumulative curve and averaging these values. As shown in Figure 
3.2 and Table 3.3, the 16th, 50th, and 84th percentile values are commonly used for 
this calculation. The mode, median, and mean sizes may or may not be the same, as 
subsequently discussed under the topic of skewness (e.g., Fig. 3 .5). 

Sorting. The sorting of a grain population is a measure of the range of grain sizes 
present and the magnitude of the spread or scatter of these sizes around the mean 
size. Sorting can be estimated in the field or laboratory by use of a hand lens or 
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Figure 3.3 

Ulble 3.3 Formulas for calculating grain-£ize statisticalpa£-��� 
by graphical methods 
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microscope and reference to a visual estimation chart (Fig. 3.3). More accurate de
termination of sorting requires mathematical treatment of grain-size data. The 
mathematical expression of sorting is standard deviation. In conventional statis
tics, one standard deviation encompasses the central 68 percent of the area under 
the frequency curve (Fig. 3.4). That is, 68 percent of the grain-size values lie with
in plus or minus one standard deviation of the mean size. A formula for calculat
ing standard deviation by graphical-statistical methods is shown in Table 3.3. 
Note that the standard deviation calculated by this formula is expressed in phi 
( ,P) values and is called phi standard deviation. The symbol <P must a! ways be 

Well Sorted (0.35 phi) Moderately Well Sorted (0.50 phi) 

Visual images for estimating grain
size sorting. [After Harrell, j., 1984, 
A visual comparator for degrees of 
sorting in thin and plane sections: 
jour. Sed. Petrology, v. 54, Fig. 3, 
4, 5, 6, p. 684, reproduced by per
mission of SEPM, Tulsa, Okla.] Poorly Sorted (1.00 phi) Verv Poorly Sorted (2.00 phi) 



Mode, 
Median, 
Mean 
Size 

Decreasing Size 
(Increasing Phi Values) 

attached to the standard deviation value. Verbal terms for sorting corresponding 
to various values of standard deviation are as follows (after Folk, 1974): 

Standard Deviation 

<0.35cp 
0.35-0.SOcp 
0.50-0.7lcp 
0.71-l.OOcp 
1.00-2.00¢ 
2.0CJ-4.00cp 
>4.00cp 

very well sorted 
well sorted 
moderately well sorted 
moderately sorted 
poody sorted 
very poorly sorted 
extremely poorly sorted 

Skewness and Kurtosis. As mentioned, most natural sediment grain-size popula
tions do not exhibit a normal or log-normal grain-size distribution. T he frequency 
curves of such nonnormal populations are not perfect bell-shaped curves, such as the 
example shown in Figure 3.4. Instead, they show some degree of asymmetry, or 
skewness. The mode, mean, and median in a skewed population of grains are all dif
ferent, as illustrated in Figure 3.5. Skewness reflects sorting in the "tails" of a grain
size population. Populations that have a tail of excess fine particles (Fig. 3.5A) are said 
to be positiv�ly skewed or fine skewed, that is, skewed toward positive phi values. 
Populations with a tail of excess coarse particles (Fig. 3.5B) are negatively skewed or 
coarse skewed. Graphic skewness can be calculated by Equation 3 in Table 3.3. Verbal 
skewness is related to calculated values of skewness as follows (Folk, 1974): 

>+0.30 
+0.30 to +0.10 
+0.10 to --0.10 
-0.10 to --0.30 
<-0.30 

Skewness 

strongly fine skewed 
fine skewed 
near symmetrical 
coarse skewed 
strongly coarse skewed 

3.2 Grain Size 59 

Figure 3.4 
Grain-size frequency curve 
for a normal distribution of 
phi values, showing the rela
tionship of standard devia
tion to the mean, mode, and 
median size. One standard 
deviation ( la) on either side 
of the mean size accounts for 
68 percent of the area under 
the frequency curve. [Based 
in part on Friedman and 
Sanders, 1978.] 
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Figure 3.5 
Skewed grain-size frequency 
curve, illustrating the difference 
between positive (fine) and 
negative (coarse) skewness. 
Note the difference between 
these skewed, asymmetrical 
curves and the normal frequen
cy curve shown in Figure 3.4. 

[Based in part on Friedman and 
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Grain-size frequency curves can show various degrees of sharpness or 
peakedness. The degree of peakedness is called kurtosis. A formula for calculat
ing kurtosis is shown in Table 3.3. Although kurtosis is commonly calculated 
along with other grain-size parameters, the geological significance of kurtosis is 
unknown, and it appears to have little value in interpretative grain-size studies. 

Moments. Grain size statistical parameters can be calculated di,rectly without ref
erence to graphical plots by the mathematkal method of moments (Krumbein 
and Pettijohn, 1938). The method had not been used extensively until compara
tively recently because of the laborious calculations invqlved and because if had 
not been definitely proven that moment statistics are of greater value than graph
ical statistics in application to geologic problems. With the advent of modem com
puters, lengthy calculations no longer pose a problem, and moment statistics are 
now commonly used. The computations in moment statistics involve multiplying 
a weight (weight frequency in percent) by a distance (from the midpoint of each 
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size grade to the arbitrary origin of the abscissa). Formulas for computing mo
ment statistics are given in Table 3.4, and a sample computation form using 1/2 4> 
size classes is given in Table 3.5. Millimeter values can also be used in computing 
moment statistics; that is, the size data need not be transformed to phi units. The 
formulas shown in Table 3.3 can easily be programmed into a computer or pro
grammable calculator to calculate moment statistics from sieve data. 

Application and Importance of Grain-Size Data 

Grain size is a fundamental physical property of sedimentary rocks and, as such, 
is a useful descriptive property. Because grain size affects the related derived 
properties of porosity and permeability, the grain size of potential reservoir rocks 
is of considerable interest to petroleum geologists and hydrologists. For example, 
coarse-grained, well-sorted sandstones are better reservoir rocks for oil than are 
fine-grained, poorly sorted sandstones. Such well-sorted sandstones are also bet
ter aquifers for groundwater. Grain-size data are used in a variety of other ways 
(summarized by Syvitski, 1991): 

1. To interpret coastal stratigraphy and sea-level fluctuations 

2. To trace glacial sediment transport and the cycling of glacial sediments from 
land to sea 

3. By marine geochemists to understand the fluxes, cycles, budgets, sources, and 
sinks of chemical elements in nature 

4. To understand the mass physical (geotechnical) properties of seafloor sedi
ment, i.e., the degree to which these sediments are likely to undergo slumping, 
sliding, or other deformation 

Finally, because the size and sorting of sediment grains may reflect sedimentation 
mechanisms and depositional conditions, grain-size data are assumed to be useful 
for interpreting the depositional environments of ancient sedimentary rocks. 

It is this assumption that grain-size characteristics reflect conditions of the 
depositional environment that has sparked most of the interest in grain-size 
analyses. Geologists have studied the grain-size properties of sediments and 
sedimentary rocks for more than a century; research efforts since the 1950s have 
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m f 
interval Midpoint Weight 

( cf>) (<I>) % Product Deviation squared Product cubed Product quadrupled Product 

0-0.5 0.25 0.9 0.2 ·2.13 4.54 4.09 -9.67 --8.70 20.60 18.54 

0.5-1.0 0.75 2.9 2.2 - 1.63 2.66 7.71 -4.34 -12.59 7.07 20.50 

1.0-1.5 1.25 12.2 15.3 - 1.13 1.28 15.62 -1.45 -17.69 1.63 19.89 

1.5-2.0 1.75 13.7 24.0 �0.63 0.40 5.48 -{).25 -3.43 0.16 2.19 

2.0-2.5 2.25 23.7 53 3 - 0.13 0.02 0.47 0.00 0.00 0.00 0.00 

2.5-3.0 2.75 26.8 73.7 0.37 0.13 3.48 0.05 1.34 0.02 0.54 

3.0-3.5 3.25 12.2 39.7 0.87 0.76 9.27 0.66 8.05 0.57 6.95 

3.5-4.0 3.75 5.6 21.0 1.37 1.88 10.53 2.57 14.39 3.52 19.71 

>4.0 4.25 2.0 8.5 1.87 3.50 7.00 6.55 13.10 12.25 24.50 

Total 100.0 237.9 63.65 -5.53 112.82 

Soun:e: McBride, E. F., Mathematical treatment of size diStribution data. in R. E. Carver (cd.), Procedure.< in sedimentary petrology.© 1971 by john Wiley & Sons, Inc. Table 2, p. 119, reprinted by permission of john 
Wiley & Sons, Inc., New York. 



focused particularly on statistical treatment of grain-size data. This prolonged pe
riod of grain-size research has generated hundreds of ]earned papers in geological 
journals. Thus, it would be logical to assume that by now the relationship between 
grain-size characteristics and depositional environments has been firmly estab
lished. Alas, that is not the case! 

Many techniques for utilizing grain-size data to interpret depositional envi
ronments have been tried; however, little agreement exists regarding the reliability 
of these methods. For example, Friedman (1967, 1979) used two-component grain
size variation diagrams, in which one statistical parameter is plotted against an
other (e.g., skewness vs. standard deviation [sorting], or mean size vs. standard 
deviation). This method putatively allows separation of the plots into major envi
ronmental fields such as beach environments and river environments (e.g., Fig. 
3.6). Passega (1964, 1977) developed a graphical approach to interpreting grain
size data that makes use of what he calls C-M and L-M diagrams, in which grain 
diameter of the coarsest grains in the deposit (C) is plotted against either the me
dian grain diameter (M) or the percentile finer than 0.031 mm (L). Passega main
tains that most samples from a given environment will fall within a specific 
environmental field in these diagrams. Visher (1969), Sagoe and Visher (1977}, and 
Glaister and Nelson (1974) have all suggested that depositional environments can 
be interpreted on the basis of the shapes of grain-size cumulative curves plotted 
on log probability paper. Cumulative curves plotted in this way commonly dis
play two or three straight-line segments rather than a single straight line (Fig. 3.7; 
see Visher, 1969, for additional examples). Each segment of the curve is interpreted 
to represent different subpopulations of grains that were transported simultane
ously but by different transport modes, that is , by suspension, saltation, and bed
load transport. Sediments from different environments (dune, fluvial, beach, tidal, 
nearshore, turbidite) can putatively be differentiated on the basis of the general 
shapes of the curves, the slopes of the curve segments, and the positions of the 
truncation points (breaks in slope) between the straight-line segments (e.g., Visher, 
1969). Although success using these various techniques has been reported by some 
investigators, all of the techniques have been criticized for yielding incorrect results 
in an unacceptably high percentage of cases (e .g., Tucker and Vacher, 1980; Sedi
mentation Seminar, 1981; Vandenberghe, 1975; Reed, LeFever, and Moir, 1975), 

More sophisticated multivariate statistical techniques, such as factor analysis 
and discriminant function analysis (e.g., Chambers and Upchurch, 1979; Taira and 
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Grain-size bivariate plot of moment skewness vs. moment standard de
viation showing the fields in which most beach and river sands plot. 
[Redrawn from Friedman, G. M., 1967, Dynamic processes and statisti
cal parameters for size frequency distributions of beach and river sands: 
]our. Sed. Petrology, v. 37, Fig. 5, p. 3 34, reproduced by permission of 
SEPM, Tulsa, Okla.] 
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Figure 3.7 
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Scholle, 1979; Stokes, Nelson, and Healey, 1989) and the so-called log-hyperbolic 
distribution (Bamdorff-Nielsen, 1977; Bagnold and Bamdorff-Nielsen, 1980; 
Bamdorff-Nielson et al., 1982), have also been used. These techniques have not yet 
been widely applied, however, and some of the assumptions used in these statisti
cal methods have come under criticism (e.g., Forrest and Clark, 1989). Also, some 
investigators (e.g., Fieller, Gilbertson, and Olbricht, 1984; Wyrwoll and Smith, 
1985) report no better results with log-hyperbolic distributions than with results 
based on the normal probability function. Thus, it appears that after several 
decades of intensive research into the techniques and significance of grain-size 
analysis, during which the techniques for interpreting grain-size data have come 
to demand increasingly sophisticated statistical applications, there is little consen
sus as to their reliability for environmental analysis. Such is science! 

Reasons why grain-size techniques for identifying depositional environments 
of sediments fail to work consistently are probably related to variability in deposi
tional conditions within major environmental settings. The energy conditions and 
sediment supply within river systems, for example, can differ considerably from 
one river to another and even within different parts of the same river system. Thus, 
in some cases, the grain-size characteristics of sediments may show as much vari
ability within different parts of the same environmental setting as between differ
ent environments. Grain-size distributions reflect processes, not environments, and 
sediment transport processes are not unique to a particular environment. In any 
case, grain-size data should be considered as only one of the available tools for en
vironmental interpretation and should not be used alone for this purpose. 
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3.3 PARTICLE SHAPE 

The shapes of minerals and clasts (rock fragments) in sedimentary rocks are deter
mined by a variety of factors: the original shapes of mineral grains in the source 
rocks; the orientation and spacing of fractures in bedrock that influence the shapes 
that clasts (rock fragments) take on when they weather from exposed rock; the na
ture and intensity of sediment transport, which can abrade grains and change 
original shapes; and sediment burial processes such as compaction, which can 
also change original shapes. Therefore, sedimentary particles may display a wide 
range of shapes, depending upon their history. 

Particle shape is defined by three related but different aspects of grains. 
Fonn refers to the gross, overall configuration (outline) of particles and ret1ects 
variations in their proportions. The form of some particles resembles that of a 
sphere; other particles may have a platy (t1attened) or rodlike form (Fig. 3.8A). 
Fonn should not be confused with roundness, which is a measure of the sharp
ness of grain corners. Well-rounded grains have smooth comers and edges; poorly 
rounded grains have sharp or angular corners and edges (Fig. 3.8B). Surface tex
ture refers to small-scale, microrelief markings such as pits, scratches, and ridges 
that occur on the surface of grains (Fig. 3.8C). Form, roundness, and surface tex
ture are independent properties, as illustrated in Figure 3.8, and each can theoret
ically vary without affecting the other. Actually, form and roundness tend to b e  
positively correlated in sedimentary deposits; particles that are highly spherical in 
shape also tend to be well rounded. Surface texture can change without signifi
cantly changing form or roundness, but a change in form or roundness will affect 
surface texture because new surfaces are exposed. The three aspects of shape can 
be thought of as constituting a hierarchy, in which form is a first-order property, 
roundness a second-order property superimposed on form, and surface texture a 
third-order property superimposed on both the corners of a grain and the surfaces 
between corners (Barrett, 1980). 

Particle Form (Sphericity) 

Form ret1ects variations in the proportions of particles, that is, the relative lengths 
of their three major axes (long, intermediate, short). The term sphericity was in
troduced by Wadell (1932) to express this relationship (Appendix A). If all three 
axes have about the same length, a particle has high sphericity. If the axes differ 
markedly in length, the particle has low sphericity. A formula for expressing this 
relationship mathematically was developed by Krumbein (1941), which yields a 
mathematical value of 1 for a perfect sphere; less spherical particles have lower, 
fractional values (see Appendix A). 

A. Form Figure 3.8 

Equant Platy 

Decreasing sphericity 

B. Roundness 
(angularity) 

Decreasing roundness 
(increasing angularity) 

C. Surface 
texture 

Pitted Smooth 

Decreasing surface 
texture 

Schematic representation of 
the principal aspects of parti
cle shape: form, roundness, 
and surface texture. Note 
that sphericity and roundness 
are independent properties. 
For example, a highly spheri
cal (equant) particle can be 
either well rounded or poorly 
rounded, and a well-rounded 
particle can have either high 
or low sphericity. 
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A. Classification of shapes of pebbles after Zingg ( 1 935). B. Relationship between mathe
matical sphericity and Zingg shape fields. The curves represent lines of equal sphericity. 
[A, from Blatt, H., G. V. Middleton, and R. Murray, 1 980, Origin of sedimentary rocks, 2nd 
ed., Fig. 3.20, p. 80, reprinted by permission of Prentice-Hall, Englewood Cliffs, N.j . ; B, 
from Pettijohn, F. ]., 1 975, Sedimentary rocks, 3rd ed., Fig. 3 . 1 9, p. 34, Harper and Row 
Publishers, New York.] 

Zingg (1935) took a somewhat different approach by proposing the use of 
two shape indices DJ IDL and D5/D1 (Appendix A) to define four shape fields on a 
bivariate plot: oblate (disc), equant (spheres), bladed, and prolate (rollers) (Fig. 
3.9A). Lines of equal intercept sphericity (Krumbein) can be drawn on the Zingg 
shape fields (Fig. 3.98), illustrating that particles of quite different form can have 
the same mathematical sphericity. See also Sneed and Folk (1958, 114-150). 

Particle Roundness 

Particle roundness refers to the degree of sharpness of the corners and edges of a 
grain. If the corners and edges are quite smooth, the grain is said to be well round
ed (Fig. 3.88). If the corners and edges are sharp and angular, the grain is poorly 
rounded. Wadell (1932) developed a formula that expresses mathematically the 
roundness of a particle {Appendix A). Like the sphericity formula, the roundness 
formula yields a mathematical value of 1 for perfectly rounded particles and 
smaller, fractional values for less well rounded particles. Because of the laborious 
process necessary to measure and express roundness mathematically, most work
ers are content to estimate roundness by comparison with a visual grain round
ness scale (Fig. 3.10). 

Fourier Shape Analysis 

Sphericity and roundness are rather general descriptors of particle shape. More re
cently, attempts have been made to describe the two-dimensional shape of parti
cles more rigorously by using a method based on Fourier analysis, which is a 
method of representing periodic mathematical functions as an infinite series of 
summed sine and cosine terms (Ehrlich and Weinberg, 1970). If the outline of a 
grain is "cut" and "unrolled," the unrolled outline is a periodic function somewhat 
resembling the shape of a sine wave. The shape of this unrolled grain can be repre
sented by a series of terms called harmonics. Harmonics are periodic functions 
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Figure 3.10 
Powers' grain images for esti
mati ng round ness of sedimen
tary particles. [After Powers, 
M. C., 1 95 3, A new roundness 
scale for sedimentary par�iECies: 
jour. Sed. Petrology, v. 2 3, 
Fig . 1 ,  p. 1 1 8, reprinted by per
mission of Society of Economic 
Paleontologists and Mineralo
gists, Tulsa, Okla .] 

(e.g., a sine wave) that can have various shapes owing to differences in wave am
plitude and frequency. 

By adding together (graphically) the shapes of various harmonics (done by 
computer), we can faithfully reproduce the shape of any periodic function. The 
method involves digitizing the periphery of grains by projecting grains onto a 
grid and recording, either manually or with an automatic digitizer, intercepts of 
the grain outline with the grid. Digitized data are reduced by computer to obtain 
the harmonics and produce compu ter-generated grain outlines. Presumably, the 
results of Fourier analysis reflect both sphericity and rotmdness of a particle. 
Fourier analysis has been used both to study the source of sediment grains and to 
characterize grains from particular depositional environments. See Boggs (1992, p .  
52L.{i0) for additional review o f  Fourier grain-size techniques. 

Sfgnificance of Particle Shape 

Sphericity 
The sphericity of particles in sedimentary deposits is a function mainly of the orig
inal shapes of the grains, although the shapes of gravel-size particles can be mod
ilied somewhat by abrasion and breakage during transport. Sphericity affects the 
settling velocity of small particles (spherical particles settle faster than nonspheri
cal particles) and the transportability of gravel-size particles, which move by trac
tion (spheres and wller-shaped pebbles roll more readily than do pebbles of other 
shapes). Although sphericity is thus known to affect particle transport, it has not 
yet been demonstrated that 1the sphericity of p.;wtides can be used alone as a reli
able tool for interpreting depositional envimnments. Although empirical studies 
show �me relative differences in sphericity of grains from different environ
ments, these differences have not proven to be sufficiently distinctive to permit 
environmental discrimination. 

Patticle Roundness 
The roundness of grains in a sedimentary deposit is a function of grain composi
tiorl, grain sizer type of transport process, and distance of transport. Hard, resis
tant grains such as quartz and zircon are rounded less readily during transport 
than are weakly durable grains such as feldspars and pyroxenes. Pebble- to cobble
size grains commonly are more easily rotmded by abrasion during transport than 
aFe sand-size grains. Resistant mineral grains smaller than 0.05-0.1  mm do not ap
pear to become rounded by any transport process. Because of these factors, it is al
ways necessary to work with particles of the same size and composition when 
doing roundness studies. 
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Experimental studies in flumes and wind tunnels of the effects of abrasion 
on transport of sand-size quartz grains show that transport by wind is 100 to 1000 
times more effective in rounding these grains than transport by water (Kuenen, 
1 959, 1960). In fact, almost no rounding occurs in as much as 1 00 km of transport 
by water. Most roundness studies of small quartz grains in rivers have corroborated 
these experimental results. For example, Russell and Taylor (1937) observed no in
crease in rounding of quartz grains throughout a distance of 1 100 mi (1775 km) in 
the Mississippi River between Cairo, Illinois, and the Gulf of Mexico. The effec
tiveness of surf action on beaches in rounding sand-size quartz grains is not well 
understood. In general, surf processes appear to be less effective in rounding 
grains than wind transport but more effective than river transport. 

Once acquired, the roundness of quartz grains is not easily lost and may be 
preserved through several sedimentation cycles. Well-rounded quartz grains in an 
ancient sandstone may well indicate an episode of wind transport in its history, 
but it may be difficult or impossible to determine if rounding took place during 
the last episode of transport or during some previous cycle. 

The roundness of transported pebbles is strongly related to pebble composi
tion and size (Boggs, 1969). Soft pebbles such as shale and limestone become 
rounded much more readily than quartzite or chert pebbles, and large pebbles 
and cobbles are commonly better rounded than smaller pebbles. Although 
stream transport is relatively ineffective in rounding small quartz grains, pebble
size grains can become well rounded by stream transport. Depending upon com
position and size, pebbles can become well rounded by stream transport in 
distances ranging from 1 1  km (7 mi) for limestones to 300 km (186 mi) for quartz 
(Pettijohn, 1975). 

Well-rounded pebbles in ancient sedimentary rocks generally indicate flu
vial transport. The degree of rounding cannot, however, be depended upon to 
give reliable estimates of the distance of transport. The greatest amount of round
ing takes place in the early stages of transport, generally within the first few kilo
meters. Also, the roundness of pebbles is not an unequivocal indicator of fluvial 
environments because pebbles can also become rounded in beach environments 
and possibly on lake shores. Furthermore, rounded fluvial pebbles may eventually 
be transported into nearshore marine environments where they may be reen
trained by turbidity currents and resedimented in deeper parts of the ocean. 

Surface Texture 

The surface of pebbles and mineral grains may be polished, frosted (dull, matte 
texture like frosted glass), or marked by a variety of small-scale, low-relief features 
such as pits, scratches, fractures, and ridges. These surface textures originate in di
verse ways, including mechanical abrasion during sediment transport; tectonic 
polishing during deformation; and chemical corrosion, etching, and precipitation 
of authigenic growths on grain surfaces during diagenesis and weathering. Gross 
surface textural features such as polishing and frosting can be observed with an 
ordinary binocular or petrographic microscope; however, detailed study of sur
face texture requires high magnifications. Krinsley (1962) pioneered use of the 
electron microscope for studying grain surface texture at high magnifications. 

Most investigators who study the surface texture of sediment grains carry 
out their studies on quartz grains because the physical hardness and chemical sta
bility of quartz grains allow these particles to retain surface markings for geological
ly long periods of time. Through study of thousands of quartz grains, investigators 
have now been able to fingerprint the markings on grains from various modern 
depositional environments. More than twenty-five different surface textural fea
tures have been identified, including conchoidal fractures, straight and curved 
scratches and striations, upturned plates, meander ridges, chemically etched V's, 
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Electron micrograph of a quartz grain from unconsolidated 
Pliocene-Pleistocene sand, Louisiana salt dome edge, southern 
Louisiana, showing details of the surface texture. The grain has 
been well rounded by wind transport and contains tiny 
"upturned plates" characteristic of dune sands. Photograph 
courtesy of David Krinsley. Scale bar = 25 microns. 

mechanically formed V's, and dish-shaped concavities (e.g., BuU, 1986). Examples 
of some of these markings are shown in Figure 3.11, illustrating the kinds of mark
ings that can be seen at high magnification. Many other excellent electron micro
.graphs of quartz surfaces may be found in Krinsley and Doornkamp's (1973) Atlas 
of Quartz Sand Surface Textures. 

Surface texture appears to be more susceptible to change during sediment 
transport and deposition than do sphericity and roundness. Removal of old sur
face textural features and generation of new features are more likely to occur than 
marked changes in sphericity and roundness, and surface texture is more likely to 
record the last cycle of sediment transport or the last depositional environment. 
Therefore, geologists are interested in surface textural features as possible indica
tors of ancient transport conditions and depositional environment. The usefulness 
d surface texture in environmental analysis is limited, however, because similar 
types of surface markings can be produced in different environments. Also, the 
markings produced on grains in one environment may be retained on grains that 
are transported into another environment. Although less abrasion is required to 
remove surface markings from grains than is required to change roundness or 
sphericity, markings inherited from a previous environment may remain on 
grains for a long time before they are removed or replaced by different markings 
produced in the new environmertt. For example, grains on an arctic marine shelf 
may still retain surface microrelief features acquired during glacial transport of 
fue grains to the shelf. 

With care and the use of statistical methods, it has proven possible on the 
basis ef surface textures to distinguish quartz grains from at least three major 
modern environmental settings: littoral (beach and nearshore), eolian (desert), 
and glacial. Quartz grains from littoral environments are characterized especially 
l:>y V-shaped percussion marks .and conchoidal breakage patterns. Grains deposited 
in eolian: environments show surface smoothness and rounding, irregular upturned 
plates, an<ft silica solution and precipitation features. Grains from glacial deposits 
hav� crn.y:hoidal fracture :patterns and parallel to semi parallel striations. Techniques 
for studying the surface texture of quartz grains in modem environments have also 
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Figure 3.12 

been extended to study of ancient sedimentary deposits. Interpretation of pale
oenvironments on the basis of surface texture is complicated by the fact that 
surface microtextures can be changed during diagenesis by addition of cement
ing overgrowths or by chemical etching and solution. Krinsley and Trusty 
(1986) and Marshall (1987) provide additional details and discuss applications 
of the study of quartz grain surface textures by using the scanning electron mi
croscope (SEM). 

3.4 FABRIC 

The fabric of sedimentary rocks is a function of grain orientation and packing and 
is thus a property of grain aggregates. Orientation and grain packing in turn con
trol such physical properties of sedimentary rocks as bulk density, porosity, and 
permeability. 

Grain Orientation 

Particles in sedimentary rocks that have a platy (blade or disc) shape or an elon
gated (rod or roller) shape commonly show some degree of preferred orientation 
(Fig. 3.12). Platy particles tend to be aligned in planes that are roughly parallel to 
the bedding surfaces of the deposits. Elongated particles show a further tendency 
to be oriented with their long axes pointing roughly in the same direction. The 
preferred orientation of these particles is caused by transport and depositional 
processes and is related particularly to flow velocities and other hydraulic condi
tions at the depositional site. Most orientation studies have shown that sand-size 
particles deposited by fluid flows tend to become aligned parallel to the current 
direction (Fig. 3.12A; Parkash and Middleton, 1970), although a secondary mode 
of grains oriented normal to current flow (Fig. 3.12B) may be present. If the grains 
have a streamline or tear-drop shape, the blunt end of the grains commonly points 
upstream because this is the most stable orientation within a current. Sand grains 
can also show well-developed imbrication with long axes generally dipping up
current at angles less than about 20°. Imbrication refers to the overlapping 
arrangement of particles like that of shingles on a roof (Fig. 3.12C). Particles of 

Current Current 

A B 

Current Quiet water 

Schematic I l lustration of the orientation of 
elongated particles in relation to current 
flow. A. Particles oriented parallel to current 
flow. B. Particles oriented perpendicular 
to current flow. C. Imbricated particles. 
D. Randomly oriented particles, characteris-
tic of deposition in quiet water. c 0 



sandy sediment deposited by turbidity currents and grain-flow or sandy debris
flow processes als0 tend to be aligrted p.araUel to flow directions and display up
fitream imbrication tlt angles exceeding 20° (Hiscott and Middleton, 1980); however, 
in some gravity·flow deposits, orientation and imbncation directions can be vari
able or polymodal. Particles deposited under quiet wa;ter conditions may also 
show various orientations and a lack of imbrication (Fig. 3.120). Fabric inconsis
tencies or bimodality appear to be related mainly to very rapid deposition from 
suspension or from sandy debris flow .. 

Pebbles in many grav-e] deposits and ancient congtomerates also display pre
ferred orientation and imbtica·tion. River-deposited pebbles are commonly oriented 
with their long axes normal to flow direction (Fig. 3.12C} and may display up
stream imbrication of up to 10 to 15° (Fig. 3.13). Orientation can also be parallel to 
flow, or even bimodal. Increasing flow intensity appears to favor orientation with 
long axes pamllel to current flow rather than normal to flow (Johansson, 1976). 
Pebbles deposited by turbidity currents or other gravity-flow processes also be
come oriented with their long axes mainly parallel to flow direction, although ori
entation in some deposits can be random. Pebbles in glacial tills show preferred 
orientation paraUel to flow and a minor mode oriented normal to flow. 

Grain Packing, Grain-to-Grain Relations, and Porosity 

Grain packing refers to the spacing or density patterns of grains in a sedimentary 
rock and is a function mainly of grain size, shape, and the degree of compaction of 
the sediment. Packing strongly affects the bulk density of the rocks as well as their 
porosity and permeability. The effects of packing on porosity can be illustrated by 
considering the change in porosity that takes place when even-size spheres are re
arranged from loosest packing (cubic packing) to tightest packing (rhombohedral 
packing) as shown in Figure 3.14. Cubic packing yields porosity of 47.6 percent, 
whereas the porosity of rhombohedrally packed spheres is only 26.0 percent. The 
packing of nah1ral particles is much more complex because of variations in size, 
shape, and sorting and is further complicated in lithified sedimentary rocks by the 
effects of compaction. 

Poorly sorted sediments tend to have lower porosities and permeabilities 
than well-sorted sediments because grains are packed more tightly in these sedi
ments owing to finer sediment filling pore spaces among larger grains. Petroleum 
and groundwater geologists are especially concerned with the porosity of sedi
mentary rocks because porosity determines the volume of fluids (oil, gas, ground
':"ater) that can be held within a particular reservoir rock. Compaction causes 
major reduction in porosity. For example, a sandstone having an original porosity of 
about 40 percent may have porosity reduced during burial to less than 10 percent 

Figure 3.1 3 
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Wel l-developed imbrication of river cobbles, Kiso River, japan.  
Imbrication was produced by river currents flowing from left to 
right (arrow). Note h ammer for scale. 
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Figure 3.14 
Progressive decrease in 
porosity of spheres owing to 
increasingly tight packing. 
[After Graton, L. C., and 
H. J .  Fraser, 1 935, Systemat
ic packing of spheres with 
particular relation to porosi
ty and permeability: Jour. 
Geology, v. 43, Fig. 3, 
p. 796.] 

Figure 3.15 
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owing to compaction resulting from the weight of overlying sediment. Com
paction forces grains into closer contact and causes changes in the types of grain
to-grain contacts. Taylor (1950) identified four types of contacts between grains that 
can be observed in thin-sections: tangential contacts, or point contacts; long con
tacts, appearing as a straight line in the plane of a thin-section; concavo-convex 
contacts, appearing as a curved line in the plane of a thin section; and sutured 
contacts, caused by mutual stylolitic interpenetration of two or more grains 
(Fig. 3.15).  In very loosely packed fabrics, some grains may not make contact with 
other grains in the plane of the thin-section and are referred to as "floating 
grains." Contact types are related to both particle shape and packing. Tangential 
contacts occur only in loosely packed sediments or sedimentary rocks, whereas 
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Diagrammatic i l lustration of principal kinds of g rain 
contacts. A. Tangential. B. Long. C. Concavo-convex. 
D. Sutured. [Based on Taylor, ] .  M., 1 950, Pore-space 
reduction in sandstones: Am. Assoc. Petroleum Geolo
gists Bul l ., v. 34, p. 701 -71 6.] 
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concavo-convex contacts and sutured contacts occur in rocks that have undergone 
considerable compaction during buriaL The relative abundance of these various 
types of contacts can be used as a rough measure of the degree of compaction and 
packing and thus the depth of burial of sandstones. Several other methods for ex
pressing the packing of sediment have been proposed; see Boggs (1992, p .  68-69) 
for details. 

The sand-size grains in sandstones are commonly in continuous grain-to
grain contact when considered in three dimensions; thus, they form a grain

supported fabric. Conglomerates deposited by fluid flows also generally have a 
grain-supported fabric. On the other hand, conglomerates in glacial deposits, 
mud-flow deposits, and debris-flow deposits commonly have a matrix-supported 
fabric. In this type of fabric, the pebbles are not in grain-to-grain contact but 
"float" in a matrix of sand or mud. Matrix-supported conglomerates indicate de
position under conditions where fine sediment is abundant and deposition occurs 
by mass-transport processes or b y  processes that cause little reworking at the de
positional site. 
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4.1 I NTRODUCTION 

S
edimentary structures are large-scale features of sedimentary rocks such as 
parallel bedding, cross bedding, ripples, and mudcracks that are best stud
ied in the field. They are generated by a variety of sedimentary processes, 

including fluid flow, sediment-gravity flow, soft-sediment deformation, and bio
genic activity. Because they reflect environmental conditions that prevailed at, or 
very shortly after, the time of deposition, they are of special interest to geologists 
as a tool for interpreting such aspects of ancient sedimentary environments as 
sediment transport mechanisms, paleocurrent flow directions, relative water 
depth, and relative current velocity. Some sedimentary structures can also be 
used to identify the tops and bottoms of beds and thus to determine if sedimen
tary sequences are in depositional stratigraphic order or have been overturned by 
tectonic forces. Sedimentary structures are particularly abundant in siliciclastic 
sedimentary rocks, but they occur also in nonsiliciclastic sedimentary rocks such 
as limestones and evaporites. 

This chapter describes and discusses the more important sedimentary struc
tures. The discussions are brief, but they include a summary of current ideas on 
mechanisms of formation and, where appropriate, an analysis of the usefulness 
and limitations of the structures in environmental interpretation. The chapter fo
cuses on primary sedimentary structures, formed essentially contemporaneously 
with sediment deposition, because these structures are most useful in environ
mental analysis. Sedimentary structures that form some time after deposition, 
during burial diagenesis, are secondary structures. A short discussion of a few 
common secondary sedimentary structures is provided also near the end of the 
chapter. 

A very large body of literature on sedimentary structures has developed 
since the 1950s owing to their potential usefulness in environmental interpretation 
and paleocurrent analysis. These publications include several important mono
graphs that contain excellent photographs and drawings illustrating a large variety 
of mainly primary sedimentary structures. Some of the more useful, and recent, 
books are listed under "Further Reading" at the end of this chapter. 
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4.2 KI N DS OF PRIMARY SEDIMENTARY STRUCTURES 

The most common and abundant primary sedimentary structures are listed in 
Table 4.1. This listing is fundamentally descriptive; that is, it is based primarily 
upon observable properties. Sedimentary structures are grouped into three broad 
categories: stratification structures and bedforms, bedding-plane markings, and 
other structures. Stratification structures and bedforms are further subdivided into 
four descriptive categories: bedding and lamination, bedforms, cross-stratification, 
and irregular stratification. Primary sedimentary structures are generated by four 
fundamental kinds of processes: (1) mainly deposition (depositional structures), 
(2) processes that involve an episode of erosion followed by deposition (erosional 
structures), (3) deposition followed by physical soft-sediment deformation (defor
mation structures), and (4) biogenically mediated deposition or nonbiogeneic de
position followed by biogenic modification (biogenic structures). The inset in 
Table 4.1 shows the relationship between sedimentary processes and the kinds of 
sedimentary structures formed. 

STRATIFICATION AND BEDFORMS 
Planar bedding and lamination 

Laminated beddin�L2·3 
Graded beddingl,l 
Massive (structureless) bedding1•12 

Bedforms 
RipplesL2 
Dunes1•2 
Antidunes1 

Cross-stratification 
Cross-bedding1•2 
Ripple cross-lamination1•2 
Flaser and lenticular bedding1 
Hummocky cross-stratification1 

Irregular stratification 
Convolute bedding and lamination7 
Flame structures7 
Ball and pillow structures7 
Synsedimentary folds and faults6 
Dish and pillar structures 9 
Channels4 
Scour-and-fill structures4 
Mottled bedding12 
Stromatolites13 

BEDDING-PLANE MARKINGS 
Groove casts; striations; bounce, brush, 

prod, and roll marks5 
Flute casts4 
Parting lineation1 
Load casts7 
Tracks, trails, burrows 12 

Mudcracks and syneresis cracks10 
Pits and small impressions11 
Rill and swash marks1 

OTHER STRUCTURES 
Sedimentary sills and dikes8 

Depositional Structures 
1 .  Suspension settling and current- and 

wave-formed structures 
2. Wind-formed structures 
3. Chemically and biochemically formed 

structures 

Erosional Structures 
4. Scour marks 
5. Tool marks 

Deformation Structures 
6. Slump structures 
7. Load and founder structures 
8. Injection (fluidization) structures 
9. Fluid-escape structures 

10. Desiccation structures 
1 1 .  Impact structures {rain, hail, spray) 

Biogenic Structures 
12. Bioturbation structures 
13. Biostratification structures 
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Figure 4.1 

4.3 STRATIFICATION AND BEDFORMS 

Bedding and Lamination 

Nature of Bedding 
Bedding is a fundamental characteristic of sedimentary rocks. Beds are tabular or 
lenticular layers of sedimentary rock that have lithologic, textural, or structural 
unity that dearly distinguishes them from strata above and below. The upper and 
lower surfaces of beds are known as bedding planes or bounding planes. Otto 
(1938) regarded beds as sedimentation units; that is, as the thickness of sediment 
deposited under essentially constant physical conditions. It is not always possible, 
however, to identify individual sedimentation units. Many beds defined by the 
criteria stated may contain several true sedimentation units. Beds are defined as 
strata thicker than 1 em (McKee and Weir, 1953); layers less than 1 em thick are 
called laminae. Terms used for describing the thickness of beds and laminae are 
shown in Figure 4.1. 

Beds can be differentiated internally into a number of informal units (Fig. 4.2). 
A single bed may contain subdivisions arising from distinctive associations of 
sedimentary structures, such as plane laminae or ripple laminae. Also, thin units 
of different composition, texture, cementation, or color, such as a lens of pebbles 
or a band of chert, may be present. A marked discontinuity (commonly an erosion
al surface) between two beds of similar composition is called an amalgamation 
surface, and beds separated by such surfaces are called amalgamated beds. The 
term layer is used in a loose, informal sense for any bed or stratum of rock. The 
term has also been used in a more formal sense but usage is not consistent. For ex
ample, Blatt, Middleton, and Murray (1980) suggest that layers are parts of a bed 
thicker than laminae that are separated by minor but distinct discontinuities in 
texture or composition. On the other hand, Ricci Lucchi (1995) uses the term in the 
sense of a sedimentation unit (Otto, 1938); thus, according to Ricci Lucchi, a layer 
can include two or more beds. 

Beds are separated by bedding planes or bedding surfaces, most of which 
represent planes of nondeposition, an abrupt change in composition (which reflect 
changes in depositional conditions), or an erosion surface (Campbell, 1967). Some 
bedding surfaces may be postdepositional features formed by diagenetic processes 
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Informal subdivision of beds on the basis of internal struc
tures. Based in part on Blatt, Middleton, and Murray 
(1 980, Origin of sedimentary rocks, 2nd ed.: Prentice-Hall, 
Inc., Englewood Cliffs, Fig. 5 . 1, p. 1 30). 

or weathering. The gross geometry of a bed depends upon the relationship be
tween bedding surfaces. The bottom and top surfaces of beds are commonly par
allel to each other; however, some bedding surfaces are nonparallel (Fig. 4.3). The 
bedding surfaces themselves may be even, wavy, or curved. Depending upon the 
combination of these characteristics, beds can have a variety of geometric forms 
such as uniform-tabular, tabular-lenticular, curved-tabular, wedge-shaped, and ir
regular. The interior of beds (the interval between bedding planes) may contain lay
ers and laminae that are essentially parallel to the bedding planes; that is, beds may 
display internal planar stratification or laminated bedding. Layers and laminae that 
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Figure 4.3 
Descriptive terms used for 
the configuration of bedding 
surfaces. [From Campbell, C .  
V., 1 967, Lamina, laminaset, 
bed and bedset: Sedimentol
ogy, v. 8, Fig. 2, p. 1 8, 
reprinted by permission of El
sevier Science Publishers, 
Amsterdam.] 

Figure 4.4 
Diagram i l lustrating the ter
minology of bedsets. [From 
Collinson, ). D., and D. B. 
Thompson, 1 982, Sedimen
tary structures: George Allen 
& Unwin, London, Fig. 2.2, 
p. 8 .] 
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make up the internal structure of some beds are deposited at an angle to the 
bounding surfaces of the bed and are, therefore, called cross-strata or cross-lamina. 
Beds composed of cross-stratified or cross-laminated units are called cross-beds. 
The bounding surfaces of cross-beds may be either parallel or nonparallel. 

Groups of similar beds or cross-beds are called bedsets. A simple bedset 
consists of two or more superimposed beds characterized by similar composition, 
texture, and internal structures. A bedset is bounded above and below by bedset 
(bedding) surfaces. A composite bedset refers to a group of beds differing in com
position, texture, and internal structures but associated genetically, representing a 
common type of deposited succession (Reineck and Singh, 1980). The terminology 
of bedsets is illustrated in Figure 4.4. 

Grain Structure and 
size features 

gravel layers or strata 

Individual bed 
limits 

sand {bedding planes and ,.,f,:-'!-;¥.-f'-:";--f'-;-";-�-;-1-':...1.. 
bounding surfaces 
layers and laminae 

' erosional bou,ndinQ .... ..:.:1_;_;_..;_;_.:...;...:--;-.;-:-,:-r::j 
tsurfaces 

san d 
silty mud 

silt - mud 

increasing 
grain size. 
mud ·· wavel 

Bedding type 

plane laminated sand "' 
" "' - - - - - - - - - v 
<J) 

simple cross-bedded or 
Jj 

cross-laminated (ripple-bedded) � 
> 
<J) - - - - - - - - "' 

interbedded fining 0 "' 
sand/mud I upwards 'E 

I "' 
s 

lenticular bedded fining 
"-
:J 

sand upwards "' 
t: 

•t: " 
laminated coarsening � 

0 
upwards 0 



4.3 Stratification and Bedforms 79 

Many beds ate character.zed by lateral continuity, and some beds can be 
traced for many kilometers. Others may terminate within a single outcrop. Beds 
terminate �ateraUy by (1) convergence and merging of upper and lower bounding 
surfates (pinch-out), (2) lateral gradation of the ·Composition of a bed into another 
becj of different composition so that the bow11ding bed surfaces die out, and (3) 
meeting a cross-cutting featul'f such as a channel, fault, or unconformity. 

Individual beds are produced under essentially constant physical, chemical, 
or biofogical conditions. Many beds must have been produced very rapidly by a 
single event such as a flood that lasted only a few hours or days. Even more rapid 
deposition lasting perhaps only seconds. or minutes, such as deposition of sand 
laminae by grain flow down the slip face of a sand dune, occurs in some environ
ments. On the other hand, suspension deposition of very fine clay could take 
months or years to produce a bed. 

The true bedding planes or bounding smfaces betvveen beds represent peri
ods of nondeposition, erosion, or changes to completely different depositional 
condi!ions. Many beds are not preserved to become part of the geologic record but 
are destroyed by succeeding erosional episodes. The preservation potential ap
peal's to be greater for those beds deposited by an event of great magnitude, such 
as a very large flood, than for those formed by very small scale events. 

Kinds of Planar Bedding 

The term planar bed is used here to differentiate beds that do not contain internal 
dipping laminae (cross-laminae) and which are bounded by nearly planar bed
ding surfaces that are essentially parallel to each other (e.g., Fig. 4.5) . Planar bed
ding can be further differentiated, on the basis of internal structures, into laminated 
bedding, graded bedding, and massive bedding. Planar beds that contain internal 
parallel, or nearly parallel, laminae are (plane) laminated beds. Those that display 
vertical size grading are called graded beds. Beds that appear to contain no inter
nal structures are called massive beds, particularly if the beds are very thick. Pla
nar beds may range in thickness from a centimeter or so to meters. 

Laminated Bedding. Parallel laminae (e.g.,  Fig. 4.6) are produced by less severe, 
or shorter lived, fluctuations in sedimentation conditions than those that generate 
beds. They result from changing depositional conditions that cause variations in 
grain size, content of clay and organic material, mineral composition, or microfos
sil content of sediments. They can form both by settling of fine-size particles from 
suspension (e.g., slow settling of clay in lakes) and traction transport of sand in 
water under some conditions. Examples of traction deposition include formation 
of heavy- and light-mineral laminae by swash and backwash on beaches and 
transport of sand in rivers at high flow velocities (e.g., Harms and Fahnestock, 

Figure 4.5 
Planar bedding in the Helena Formation (Precambrian), 
Glacier National Park, Montana. 
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Figure 4.6 
Parallel laminae (arrows) in fine-grained sandstone, Elkton For
mation (Eocene) , southern Oregon coast. The dark, rounded 
objects in the lower right corner of the photograph are 
concretions. 

1965; Allen, 1 984; Bridge and Best, 1997). They Cill1 also form by wind transport (e.g., 
McKee, Douglass, and Rittenhouse, 1971; Hw1 ter, 1977); however, wind-formed 
parallel laminae are not common. Thus, laminated bedding can develop in a variety 
of environments, and its presence is not a tmique environmental indicator. 

Once formed, parallel laminae are commonly preserved unless they are 
deposited in an environment in which sediment is being actively reworked by 
organisms. The burrowing and feeding activities of organisms in many environ
ments can quickly destroy lamination. Laminae have the greatest potential for 
preservation in reducing or toxic envi ronments, \Vhere organic activity is mini
maC or in environments where deposition is so rapid that the sediment is buried 
below the depth of active organic reworking before organisms can destmy strati
fication. 

Graded Bedding. Graded beds are sedimentation units characterized by d istinct 
vertical gradations in grain size. They range in thickness from a few centimeters to 
a few meters or more and commonly have sharp basal contacts. Beds that show 
gradation from coarser particles at the base to finer particles at the top are said to 
have normal grading (Fig. 4.7; 2.8). Normal graded bedding can form by several 
processes, e.g., sedimentation from suspension clouds generated by storm activity 
on the shelf or deposit·ion in the last phases of a heavy flood, but the origin of most 
such g.raded beds in the geologic rocord has been attributed to turbidity currents. 
Differences in the rate at which particles of different sizes settle from suspension 
during the waning stages of turbidity current flow appear to account for the grad
ing, but the exact manner in which the grading process operates is not well under· 
stood. The graded materials may be mud, sand, or, more rarely, g1·avel. As 
discussed in Chapter 2, some graded turbidite units display an ideal sequence of 
sedimentary structures, called a Bouma sequence (Fig. 2.8), but more commonly 
the sequence is trtmcated at the top or bottom. The basal A division may be pre
sent, but some or all of the overlying divisions may be absent; or the A d·ivision it
self may be missing. Normally graded turbidite beds commonly occur in thin, 
repetitious successions referred td as rhythmic bedding. 

Reverse grading can also occur but is much less common than normal grad
ing. Reverse grading has been attributed to two types of mechanisms: (1)  disper
sive pressures and (2) kinetic sieving. Dispersive pressures (Chapter 2) are 
believed to be proportional to grain size. In a sediment of mixed grain size, the 
higher dispersive pressures acting on the larger particles tend to force them up 
into the zone of least shear. Alternatively, reverse grading may be explained by a 
kinetic sieve mechanism. In a mixture of grains tmdergoing agitation, the smaller 
grains presumably fall down through the larger grains as grain motion opens up 
spaces between the larger particles. Overall, reverse grading is a relatively rare 
phenomenon, and its origin is still poody understood. 
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Figure 4.7 
Normal graded bedding in the Cretaceous Hudspeth 
Formation, north-central Oregon. Four graded beds 
(arrows) are visible. 

Massive (Structurelesst Bedding. The term massive bedding is used to describe beds 
that appear to be homogeneous and lacking in internal structures (e.g., Fig. 4.8). Use 
of ><:-radiography techniques (Hamblin, 1965) or etching and sta ining methods 
often reveals that such beds are not truly massive but rather that they contain very 
faintly developed structures. Nonetheless, one occasionally finds beds, particularly 
thick sandstone beds, In which internal structures cannot be recognized even with 
the aid of X-ray fll' staining techniques. Such beds are rare, which is fortunate for 
us because they are very difficult  to explain. Reported occurrences of massive 
beds include both graded bed rmits in some turbidites, which may lack internal 
structures other than size grading, and certain thick, nongraded sandstones such 
as those in Figufe 4.8. The beds in Figure 4.8 appear massive on a large scale but 
do contain some internal layers. 

Liquefaction of sediment owing to sudden shock or other mechanisms short
ly after deposition has been suggested as a means of destroying original stratifica
tion to produce massive bedding. Otherwise, it is assumed that lack of stratification 
is a primary feature that occurs in the absence of traction transport and results from 
very rapid deposition from suspension or deposition from very highly concentrated 
sediment dispersions dttring sediment-gravity flows. It has commonly been sug
gested that the sediment is dumped very rapidly without subsequent reworking to 
fonn a more or less homogeneous mass. Kneller and Branney (1995) propose, how
ever, tha t massive turbidite deposits could also form by gradual aggradation of 
sand beneath sustarned steady or quasi-steady, high-density turbidity currents. 

Bedforms 

Anyone who has examined the sandy bed of a clear, shallow stream has certainly 
noticed that the bed is rarely perfectly flat  and even. Instead, it  is commonly 
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Figure 4.8 
Thick, massive-bedded Jurassic/Triassic sandstones exposed along 
the Green River, Utah. Bedding planes (arrows) divide the lower 
part of the section into several massive-bedded units. The vertical 
stripes in the upper half of the photograph are weathering stains. 
Note the river raft for scale. 

marked by ripples and similar bedforms of various sizes. Such bedforms also 
occur in eolian and submarine environments where they range in size from small 
ripples a few centimeters long and a fraction of a centimeter high to gigantic eo
lian sand dunes and undersea sand waves tens to hundreds of meters long and 
several meters to several tens of meters high. If we carefully dissect a ripple ex
posed on the dry bed of a stream to reveal its internal structure, we almost invari
ably find internal fine-scale cross-lam.ffiae that dip in a downcurrent direction. 
Clearly, there is a close genetic relationship between flujd-flow mecharusms, rip
ple bedforms, and cross-lamination. 

The preservation potential of ripples is relatively low; therefore, they are not 
extremely common features on the :bedding planes of ancient sedimentary rocks. 
On the other hand, cross-beds are exceedingly common in many ancient sandstone 
successions. In an attempt to better w1derstand the origin of bedforms and cross
stratification, many investigators have turned to the s-tudy of sediment transport in 
flumes. Flumes are long, slightly sloping lroughs fi.tted with glass sides to allow 
observation. Sand or other sediment is placed on the floor of the flume, and water 
is constrained to flow over the floor at various depths and velocities. 

Numerous flume experiments have established that under unidirectional 
fluid flow, small ripples begin to develop in sandy sediment as soon as the critical 
entrainment velocity for the sediment is reached. The exact sequence of other 
kinds of bedforms that develop with increasing velocity depends upon the grain 
size of the material. If flow is over a loed of sediment ranging in size from about 
0.25 mm to 0.7 nun (medium to coarse sand), for example, the succession of bed
forms illustrated in Figure 4.9 is generated, beginning with ripples. Ripples are the 
smallest bedform, ranging in length from about 5 to 20 em and in height from about 
0.5 to 3 em. Thus, they have a ripple index (ratio of ripple length/ripple height) 
ranging from about 8 for coarse sand to 20 for fine sand. They form in sediment 
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Figure 4.9 
The succession of bedforms that develops during 
unidirectional flow of sandy sediment (0.25-0 . 7  
mm) in  shallow water a s  flow velocity i ncreases. 
[Modified slightly from Blatt, H., G. V. M iddleton, 
and R. Murray, 1 980, Origin of sedimentary rocks, 
2nd ed., Fig. 5.3, p. 1 37. Reprinted by permission 
of Prentice-Hall, Englewood Cliffs, N.j.] 

ranging in size from silt (0.06 nun) to sand as coarse as 0.7 mm. Larger bedforms 
with spacing, or wave length, ranging from under 1 m to over 1000 m are called 
dunes (Ashley, 1990). Dunes are similar in general appearance to ripples except 
for size. They form at higher flow velocities in sediment ranging in grain size from 
fine sand to gravel. The ripple index of dunes ranges from about 5 in finer sands to 
50 in coarser sediment. In the lower part of the dune stability field, ripples may be 
superimposed on the backs of dunes. 

The hydraulic conditions that generate ripples and dunes take place at 
Froude numbers <�1 .  Under these flow conditions, either the water surface 
shows little disturbance or the water waves are out of phase with bedforms, and 
flow is said to be in the lower flow regime {Simons and Richardson, 1961). Down
stream migration of ripples and dunes leads to formation of cross-lamination that 
dips downstream at angles of up to about 30°. With further increase in flow veloc
ity, dunes are destroyed and give way to an upper flow regime stage of flow, 
which takes place at Froude numbers > �1 .  Sheetlike, rapid flow of water takes 
place, which generates surface water waves that are in phase with bedforms. In
tense sediment transport results, over an initially relatively flat bed, during what 
is referred to as the plane-bed stage of flow. Plane-bed flow gives rise to internal 
planar lamination in which individual laminae range in thickness from a few mil
limeters to a few centimeters. At still higher velocities of flow, plane beds give way 
to antidunes, which are low, undulating bedforms up to 5 m in length. Anti dunes 
form in very fast, shallow flows. They migrate upstream during flow, giving rise 
to low-angle ( <10° )  cross-bedding directed upstream. 

The characteristics of bedforms that develop under unidirectional flow are 
summarized in Table 4.2. Two-dimensional dunes are generally straight-crested 
dunes whose shapes can be adequately described in a two-dimensional plane oriented 
parallel to the flow direction. Three-dimensional dunes are characterized by curved 
faces and scour pits, and their shapes must be described in three dimensions. 
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Sourct-: Modified from Harms; J, C., J. B, Southard, and R. G. Walker, 1982, Structures and sequences in dastic rocks: Soc. Econ, Pail'vntologi;;fs and 
Mineralogists Short Cour:>e No.9. ·rable 2-1, p. 2-llr reprinted by permission ofSEPM, Tulsa, Okla. 

2D = Two dimensional 
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Effects of Grain Size and Water Depth on Bedfonn Development 

Experimental studies show that the succession of bedforms that develops at a 
given water depth during fluid flow depends not only upon flow velocity but also 
upon grain size; therefore, the succession of bedforms shown in Figure 4.9 does 
not occur in sediment of all particle sizes. Figure 4.10 shows the relationship of bed
forms to flow velocity and grain size at a water depth ranging from 0.25 to 0.40 m. 

Figure 4.10 
Plot of mean flow velocity 
against median sediment size 
showing the stability fields of 
bed phases. Note that the rec
ommended terminology for 
bedforms is (1 ) lower plane 
bed, (2) ripples, (3) dunes (all 
large-scale ripples), (4) upper 
plane bed, and (5) antidunes. 
F, = Froude number. [After 
Southard, J. B., and L A. 
Boguchwal, 1 990, Bed configu
rations in steady unidirectional 
water flows. Part 2. Synthesis of 
flume data: ]our. Sed. Petrolo
gy, v. 60, Fig. 3, p. 664, 
reprinted by permission of So
ciety for Sedimentary Petrolo
gy, Tulsa, Okla.] 
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If flow takes place over sediment coarser than about 0.9 mm, for example, the rip-
ple phase does not develop. Instead, a lower plane-bed phase forms just prior to 
the formation of dunes. Note also from Figure 4.10 that below a grain size of about 
0.15 mm, dunes do not form. The ripple phase is succeeded abruptly by the upper 
plane-bed phase. For details of these plots as well other data on bed configurations, 
see Southard and Boguchwal (1990). 

Most studies of bedforms have been carried out in laboratory flumes or under 
shallow-water conditions in natural environments. Therefore, most available sedi
ment-size/velocity data pertain to the formation of bedforms under shallow-water 
conditions (commonly less than about 1 m). Much less is known about the devel
opment of bedforms under deeper water conditions. Based on limited available in
formation, Harms, Southard, and Walker (1982) suggest that the nature of small 
ripples is approximately the same in deep-water flows as in shallow-water flows; 
however, the larger bedforms (dunes) can grow much larger in deep-water flows. 
The hydraulic relationships in deep water are the same as for shallow water; that is, 
dunes form at higher velocities than ripples and at lower velocities than plane beds 
and antidunes. The exact relationship between grain size, flow velocity, and bed
form phase is not well documented for deeper water, but a generalized relationship 
is shown in Figure 4.11. Note from Figure 4.11 that exceedingly high velocities are 
required to produce antidunes at a water depth greater than a few meters; there
fore, it appears that antidunes are unlikely to occur under natural conditions in 
deep water, except perhaps under some turbidity currents. 

Nature of Flow over Bedforms 

The mechanisms of sediment transport that are responsible for formation of the 
different bedforms are very complex. In general, the formation of transverse bed
forms is related to a phenomenon called flow separation. Sediment is transported 
in suspension or by traction up the stoss side of the bedform to the brink or crest. 
At the brink, the flow separates from the bed to form a zone of reverse circulation 
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Figure 4.1 1 
Generalized three-dimensional 
depth-velocity-grain-size dia
gram showing the relation
ship among bed phases and 
grain size for a wide variety of 
flow velocities and flow 
depths. Diagram based on 
both flume data and observa
tions of natural flows. [After 
Rubin, M. D., and D. 5. Mc
Culloch, 1980, Single and su
perimposed bedforms: A 
synthesis of San Francisco Bay 
and fluvial observations: Sed. 
Geology, v. 26, Fig. 11, p. 
224, reprinted by permission 
of Elsevier Science Publishers, 
Amsterdam.] 
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Figure4.1 2 
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or backflow, producing a separation eddy (Figure 4.12). A zone of diffusion is pre
sent between the zone of backflow and the main flow above, owing to turbulent 
mixing with the main flow. Downstream from the point of separation, at a dis
tance several times the height of the bedform, the flow becomes reattached to the 
bottom. Flow separation causes separation of the transported sediment into bed
load and suspended load fractions. The bedload fraction accumulates at the ripple 
crest until the lee slope exceeds the angle of repose and avalanching takes place. 
The suspended load fraction is transported downcurrent where the coarser parti
cles in the suspended load settle through the zone of diffusion into the zone of 
backflow and are deposited in the lee of the ripple. It is these processes that cause 
development and movement of the bedforms. 

Classification of Ripples 
Ripples are common sedimentary structures in modern environments, where they 
occur in both siliciclastic and carbonate sediments. They can form by both water 
and wind transport. Ripples can develop in granular material under either w1idi
rectional current flow or oscillatory flow (wave action). Ripples that develop in re
sponse to unidirectional flow are asymmetrical in shape, and the steep or lee side 
faces downstream in the direction of current flow (Fig. 4.13). Asymmetrical ripples 
formed in this fashion are called current ripples. Under natural conditions they 
form by river and stream flow, by backwash on beaches, and by longshore cur
rents, tidal currents, and deep-ocean bottom currents. In plan view, the crests of 
current ripples and dunes have a variety of shapes: straight, sinuous, catenary, 
linguoid, and lunate (Fig. 4.14). The plan-view shape of ripples and dunes is ap
parently related to water depth and velocity (Allen, 1968); however, the factors 

Asymmetrical current ri pples formed on a riv er bar, 
Rogue River, southern Oregon. The current flowed from 
left to right. 
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that control their shapes are not \veil unders·tood. It has- been observed under nat
ural conditions that the more •Complex forms tend to develop in shallower water 
and at higher velocities than the less eomplex farms; the order in which the suc
cession of bedforms develops with decreasing water depth and velocity is straight 
to sinuous to symmetric linguoid to asymmetric linguoid for ripples and straight 
to sinuous to catenary to lunate for dunes. Ripples that form by wave action under 
oscillat01y flow are called oscillation ripples. Oscillation ripples tend to be nearly 
symmetrical in shape and have fairly straight crests (e.g., Fig. 4.15). 

Ripples are most .common in shallow-water environments; however, they 
have been photographed on the floor of the modern ocean at depths of a few thou
sand meters. Ripples have relatively low preservation potential because they tend 
to be eroded and destroyed by current erosion before burial. Therefore, ancient rip
ples such as the modern ripples sho·wn in Figure 4.13 are not extremely abundant 
in the sed imentary record. Dunes are even less commonly preserved; nonetheless, 
ancient dtmes are present in some thick sandstone units (e.g., Fig. 4.16). 

Cross-Stratification Structures 

Cross-Bedding 

Cross-bedding forms primarily by migration of ripples and dunes in water or air. 
Ripple or dune migration leads to formation of dipping foreset laminae owing to 

Figure 4.15 

Figure 4.14 
Ideal ized classification of cur
rent ripples and dunes €>n the 
basis of plan-view shape. 
Flow is from the bottom to 
the top in each case. [After 
Allen, ]. R. L., 1 968,. Current 
ripples: Their relation to pat
terns of water motion: North 
Holland Pub., Amsterdam, 
Fig. 4.6, p. 65, reprinted by 
permission of Elsevier Science 
Publishers, Amsterda m.] 

Oscillation ripples on the surface of fine-grained marine sand
stone, Elkton Si ltstone (Eocene), southern Oregon coast. Note 
hammer (lower-left corner) for scale. 
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Figure 4.16 
Large dunes on the surface 
of a sandstone bed, Tyee 
Formation (Tertiary), ex
posed along the Umpqua 
River, southern Oregon 
Coast Range. The du nes 
are about 1 5  em high and 
70 em from crest to crest. 
[Photograph courtesy of 
Ewart Baldwin.] 

avalanching or suspension settling in the zone of separation on the lee sides of 
these bedforms (Fig. 4.12). lf most of the sediment is too coarse to be transported 
in suspension, avalanching of the bedload sediment down the lee side of the rip
ple will cause formation of laminae that are steep and straight. These inclined 
foreset laminae make contact with the nearly horizontal, thin bottomset laminae 
(deposited from suspension) at a distinct (nontangential) angle, which is approxi· 
mately the same as the angle of repose. Roughly the same effect is achieved iF the 
height of the lee slope is large compared to total flow depth, so ilhat the suspended 
load falls mainly on the lee slope. If the suspended load is 1arge, or if the height of 
the lee slope is small compared to flow depth, suspended sediment wm pile up at 
the base of the lee slope rapidly enough to keep pace with growth of the avalanche 
deposits. This process causes the lower part of the foreset laminae to curve out
ward and approach the bottomset laminae asymptotically (BlaH, Middleton, and 
Murray, 1980). Thus, the cross-laminae are said to be tangen'tial. 

The preservation potential of cross-laminae is much higher than that of the 
bedforms themselves (because the tops of bedforms tend to be planed off by sub
sequent current or wind erosion); therefore, cr·oss-bedding is a very common type 
of sedimentary structure in ancient sediJJleli.h\ny rocks. Cross-stratification can be 
formed also by filling of scour pits and channels, by deposition on the point bars 
of meandering streams, and by deposition on the inclined smfacE! of beaches and 
marine bars. Cross-bedding formed under different environmental conditions can 
be very similar in appearanc·e, and it is often difficult in field studies of ancient 
sedimentary rocks to differentiate cross-bedding formed in fluvial, eolian, and 
marine environments. 

Cross-beds commonly occur in sets (Fig. 4.4). Cross-bedding in sets less than 
about 5 em thick is called sma'll-scale cross-bedding; that in sets thicker tli.an 5 em 

is large-scale cross-bedding. Because of their diverse origin, many types of cross
beds occur. Allen (1963) proposed a very elaborate classification of cross-bedding 
based upon such proper'ties as grouping of cross-bed se'ts, scale, nah.tte of the 
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The terminol ogy and defining characterist ics o• cross-bedding. Symbols: a, direction paral
lel to average sediment transport direction; c, direction perpendicular to (a) and the trans
port plane (bed) in which (a) lies; SP' the principal bedding surface or beddin9 plane; S1, 
the forese� surface of cross-bedding. [After Potter, P. E., and F. ). Pe ttijohn, 1 977, Paleocur
rent and basin analysis, 2nd ed., �ig. 4.1, p. 91,  reprinted by permission ,of Springer
Verlag, Heidelberg.] 

bounding surface of the beds, angular relation of cross-strata in a set or -coset to 
the bounding surfilces, and degree of grain-size uniformity in different laminae. 
The much simpler scheme of McKee and Weir (1953), as modified by Potter and 
Pettijohn (1977), is adopted herein. Cross-beds are divided into two principal 
types, tabular and trough, on the basis of overall geometry and the nature of the 
bounding surfaces of the cross-bedded units (Fig. 4.17). 

Tabular cross-bedding consists of cross-bedded wuts that are broad in lateral 
dimensions with respect to set thickness and that have essentially planar bound
ing surfaces (e.g., Fig. 4.18). The foreset laminae of tabular cross-beds are also 
commonly p'lanar, but curved laminae that have a tangential relationship to the 
basal surface also ocnH. Trough cross-bedding consists of cross-bedded units in 
which one or both bounding surfaces are curved (e.g., Fig. 4.19). The units are 
trough-shaped sets consisting of an elongated scour filled with curved foreset 
laminae that commonly have a tangential relationship t o  the base of the set. 

Tabular cross-bedding is formed mainly by the migration of large-scale, 
straight-crested ripples and dunes (Fig. 4.20A); thus, it forms during lower flow 
regime conditions. Individual beds range in thickness from a few tens of centime
ters to a meter or more, but bed thicknesses up to 10m have been observed (e.g., 
Harms et al., 1975). Trough cross-bedding can originate both by migration of small 

Flgure4.18 
Large-scale tabular uoss-bedding in Permian sandstones, 
Canyon de (helly National Monument, Arizona. Note that 
bounding surfaces of the cross-bedded units are planar and 
that the foreset laminae form mainly tangential contacts with 
these planar surfaces. [Photograph by james Stovall.] 



90 Chapter 4 I Sedimentary Structures 

Figure4.19 
Small-scale trough cross
bedding, Coaledo Forma
tion (Eocene), southern 
Oregon coast. Notice that 
several episodes of scour
ing produced small, ero
sional troughs (arrows), 
which were subsequently 
filled with low-angle cross
laminae. 

Figure 4.20 
Diagram illustrating (A) 
large-scale tabular cross
bedding formed by migrat
ing straight-crested dunes 
(with rippled surfaces) and 
(B) large-scale trough 
cross-bedding formed by 
migrating, trough-shaped 
dunes. Flow is from left to 
right in both A and B. 
[From Harms, j. C., j. B. 
Southard, and R. G. Walker, 
1982, Structures and se
quences in clastic rocks: 
Soc. Econ. Paleontologists 
and M ineralogists Short 
Course No. 9, Fig. 3-1 1 ,  
p. 3-23 and Fig. 3-10, 
p. 3-1 9, reprinted by per
mission of SEPM, Tulsa, 
Okla.] 

current ripples, which produces small-scale cross-bed sets, or by migration of 
large-scale, trough-shaped dunes (Fig. 4.20B). Trough cross-bedding formed by 
migration of large-scale ripples commonly ranges in thickness to as much as a few 
tens of centimeters and in width from less than 1 m to more than 4 m. 

Ripple Cross-Lamination 

Ripple cross-lamination (climbing ripples) forms when deposition takes place 
very rapidly during migration of current or wave ripples (McKee, 1965; Jopling 

A 

B 
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and Walker, 1968). A series of cross-laminae are produced by superimposing mi-
grating ripples. The ripples climb on one another such that the crests of vertically 
succeeding laminae are out of phase and appear to be advancing upslope. This 
process results in cross-bedded units that have· the general appearance of waves 
(Fig. 4.21) in outcrop sections cut normal to the wave crests. In sections with other 
orientations, the laminae may appear horizontal or trough-shaped, depending 
up on the orientation and the shape :of the ripples. 

The flilrmation of ripple cross-lamination appears to require an abundance of 
sediment, especially sediment in suspension, which quickly buries and preserves 
original rippled layers. Abundant suspended sedmment supply must be combined 
with just enough traction transport to produce rippling of the bed, but not enough 
to cause complete erosion of 'laminae front the stoss side of ripples. Some ripple 
laminae may be in phase (one ripple crests lies directly above the other), indicat
ing that lhe ripples did not migrate. In-phase ripple laminae form under condi
tions where a balance is achieved between ttraction transport and sediment supply, 
and are balanced so that fhe ripples do not migrate despite a growing sediment 
surface. Ripple cross-Famination occurs irt sediments deposited in environments 
characterized by rapid sedimentation from suspension-fluvial flood plains, 
point bars, river deltas subject to periodic flooding, and environments of turbidite 
sedimentation. Figure 4.21 shows the sequence of bedforms developed in a river 
during waning flood stage. Laminae at the bottom of Figure 4.21 developed dur
ing a plane-bed phase of upper-flow regime transport at high flood velocity. As 
velocity waned into the lower-flow regime, ripple cross-lamination formed on top 
of the plane-bed laminae. 

Flaser and Lenticular Bedding 

Flaser bedding is a type of ripple bedding in which thin streaks of mud occur 
between sets of cross-laminated ·Or li'ipple-lamlmated sandy or silty sediment 
(Fig. 4.22). Mud is concentrated main1y in the r•pple troughs but may also partly 
cover the crests. Flaser bedding suggests deposition under fluctuating hydraulic 
conditions. Periods of current activity, when traction transport and deposition of rip
pled sand take place, alternate with periods of quiescence, when mud is deposited. 

Figure 4.21 
Ripple cross-lamination (below ballpoint 
pen) in flood deposits of the Illinois River, 
south western Oregon. Parallel laminae at the 
bottom of the photograph developed during 
a plane-bed phase of upper-flow-regime 
conditions; as current velocity dimi nished 
into the lower-flow regime, ripple cross
lamination formed on top of the laminae. A 
later flood pulse deposited upper-flow
regime plane beds on top of the ripple 
cross-lamination. 
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Figure4.22 
Flaser bedding in tidal-flat sediments of the North Sea. [After Rei
neck, H. E., 1967, Layered sediments of tidal flats, beaches, and shelf 
bottoms of the North Sea, in Lauff, G. H. (ed.), Estuaries: Amer. 
Assoc. for the Advancement of Science, Washington, D.C., Fig. 8, 
p. 195.] 

Ffgure4.23 

Repeated �pisodes of.current activity erode previously deposited ripple crests, al
lowing nllw ripp1ed sand to bury and preserve rippled beds with mud flase.rs in 
the trol!lghs (Reineck and Singh, 1980). Lenticular bedding is a structure formed 
by interbedde<li mud and ripple cross-laminated sand in which the ripples or sand 
lenses are di�ontinuous and isolated m both a verJtical and a horizontal direction 
(fig. 4.23). Reineck and Singh (1980) suggest that flaser bedding is produced in en
vironments in which conditions for deposition and preservation of sand are more 
favorable than for mud, but that lenticular bedding is produced in envil'onments 
in which conditions favor deposition and preservation of mud (!Wer sand. flaser 
and lenticular bedding appear to form particularly on tidal flats and in subtidal 
environments where conditions of current flow or wave action that cause sand de
position alternate with slack-water conditions when mud is deposited. They also 
form in marine delta-front environments, where fluctuations in sediment supply 
and current velocity are common; in lake environments in front of small deltas; 
and possibly on the shallow marine shelf owing to storm-related transport of sand 
into deeper water. 

Hummocky Cross-Stratification 

The name hummocky cross-stratification was introduced by Harms et al. in 1975, 
although the structures had been recognized and described under different names 
by earlier workers. Hummocky cross;str.ahfica<tion is characterized by undulating 
sets of cross-laminae that are both concave-up (swales) and �0nvex-up (hum
mocks) (Fig. 4.24). The cross-bed sets cut gently into each other "''ith curved ero
sion surfaces (Fig. 4.25). Hummocky cross-bedding commonly occurs in sets 15 to 
50 em thick with wavy erosional bases and rippled, bioturbated tops (Harms et a!., 
1975). Spacing of hummocks and swales is from 50 em to several meters. The 
lower bounding surfa�e of a hummocky unit 1s sharp and is commonly an erosion
al surface. Current-focmed so1e marks may be present on the base. Hummocky 

Lenticular bedding in tidal flats of the North Sea. Sand 
lenses are wave ripples. [After Reineck, H. E., and I. B. 
Singh, 1975, Depositional sedimentary environments, 
Springer-Verlag, New York, Fig. 176, p. 1 03.] 
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HUMMOCKS AND SWALES CIRCULAA TO ELLIPTICAL IN PLAN VIEW 

INDIVIDUAL SSTS. AVERAGE 

SSTS. COMMONLY INTERBEDDED 
WITH BIOTURBATED MSTS. 

HCS CHARACTERIZED BY -

1, UPWARD CURVATURE OF LAMINATIONS 
2.1DN ANGLE, CURVED L AMINA INTERSECTIONS 
S. VERY LONG WAVELENGTHS, LOW HEIGHTS; 

LAMINA OIPS NOfiMALLY lESS THAN 10' 

LOW ANGLE CURVED 
LAMINA INTERSECTIONS. 

Figure 4.24 

AS HUMMOCKS AND SWALES 
MIGRATE SLI GHTLY 

Schematic diagram of hummocky cross
stratification, which typica lly occurs in
terbedded with bioturbated mudstone. 
MSTS, mudstones; SSTS, sandstones. 
[From Walker, R. G., 1984, Shelf and shal
l'ow marine sands, in. Walker, R. G. (ed.), 
Facies models, 2nd ed.: Geoscience Cana
da Reprint Ser. 1, Fig. 11, p. 149, repro
duced by permission.] 

Figure4.25 
Hummocky cross-stratification in fine-grained 
sandstone, Elkton Siltstone (Eocene), southwestern 
Oregon. Note the clearly defined erosional surface 
with fine, laminated sand draped over the erosion
al hummock. The width of the area photographed 
is �60 em. 

cross-stratification typically occurs in fine sandstone to coarse siltstone that com
monly contains abundant mica and fine carbonaceous plant debr is (Dott and 
Bourg eois, 1982). 

Hummocky cross-stratification has not yet been produced in flumes or re
ported from modern environments, !but it has been reported in ancient strata from 
numerous localities. Harms et a!. (1975, 1982) suggest that this structure is formed 
by strong surges of varied direction (oscillatory flow) that are generated by rela
tively larg e stor m waves in the ocean. Strong storm-wave action f i rst erodes the 
seabed into low hummocks and swales that laGk any significant orientation. Thls 
topography is then mantled by laminae of material swept over the hummocks and 
swales. More-recently, Duke, Arnott, and Cheel (1991) and Cheel and Leckie (1993) 
suggest that hummocky cross-stratification originates by a combination of unidi
rectional and oscilfatory flow related to storm. activi ty. Although hununocky 
aoss-stratification is commonly confined to shallow marine sedimentary rocks, 
Duke(1985) r epor ts this structure in some lacustrine sedimentary rocks. 
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Figure 4.26 
Convolute lamination in 
fine-grained sandstone and 
shale, Coaledo Formation 
(Eocene), southwestern 
Oregon. Note absence of 
deformation in the underly
ing layers. 

Irregular Stratification 

Deformation Structures 

Convolute Bedding and Lamination. Convolute bedding is a structure formed by 
complex folding or intricate crumpling of beds or laminations into irregular, gen
erally small-scale anticlines and sy nclines. It is commonly, but not necessadly, 
confined to a single sedimentation unit or bed, and ·the strata above and bel ow this 
bed may show little evidence of deformation {Fig. 4.26). Convolute bedding is 
most common in fine sands or silty sands, and the laminae can ty pically be traced 
through the folds. Faulting generally does not occur, but the <;onvolutions may be 
truncated by erosional surfaces which may also be convoluted. The convolutions 
increase in complexity and amplitude upward from undisturbed laminae in the 
lower part of the unit. They may either die out in the top part of the unit or be 
truncated by the upper bedding surface. Beds containing convolute lamination 
commonly range in thickness from about 3 tio 25 em (Potter and Pettijohn, 1977), 

but convoluted units up to several meters thick hav.e been reported in both eolian 
and subaqueous deposits. 

Convolute lamination is most common in turbidite successions. It also oc
curs in intertidal-flat sediments, r�ver flood-plain and point-bar sediments, and 
deltaic deposits. The origin of convolute !bedding is still not thoroughly under
stood, but it appears to be caused by plastic deformation of partially liquefied sed
iment soon after deposition. The axes of some convoluted folds have a preferred 
orientation which commonly coincides with the paleocurrent direction, suggest
ing that the process that produces convolutions occurs during deposition, at least 
in these cases. Liquefaction of sediment can be caused by such processes as differ
ential overloading, earthquake shocks, and breaking waves. 

Aame structures. Ftam�structures ate wavy or flame-shaped tongues of mud that 
project upward Into an nverlying layer, which is wmmonty sandstone (Fig. 4.27�. 
The crests of some flames are bent over or overturned; generally, vverturned crests 
tend to all point in the same direction, but this is not always the case, as illustrated 
in Figure 4.27. Flame structures are commonly associated with other structures 



4.3 Stratification and Bedforms 95 

Figure 4.27 
Flame structures in a thi n-bedded, fine sandstone
shale succession, Elkton Siltstone, southwestern 
Oregon. The best developed flames are in the layer 
immediately below the coin. 

caused by sediment loading. They are probably caused mainly by loading of 
water-saturated mud layers which are less dense than overlying sands and are 
consequently squeezed upward into the sand layers. The orientation of over
turned crests suggests that loading may be accompanied by some horizontal drag 
or movement between the mud and sand bed. 

Ball and Pillow Structures. Ball and pillow structures are present in the lower 
part of sandstone beds, and less commonly in limestone beds, that overlie shales 
(fig. 4.28). They consist of hemispherical or kidney-shaped masses of sandstone 
or limestone that show internal laminations. In some hemispheres, the laminae 
may be gently curved or deformed, particularly next to the outside edge of the 
hemispheres where they tend to conform to the shape of the edge. The balls and 
pillows may remain connected to the overlying bed, as in Figure 4.28, or they may 
be completely isolated from the bed and enclosed in the underlying mud. Ball and 
pillow structures are believed to form as a result of foundering and breakup of 
semiconsolidated sand, or limy sediment, owing to partial liquefaction of under
lying mud, possibly caused by shocking. Liquefaction of the mud causes the 

Figure 4.28 
Ball and pillow structures (arrows) on the base of a thin, 
steeply dipping sandstone bed. Lookingglass Formation 
(Eocene), near lllahe, southwestern Oregon. 
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Figure 4.29 

overlying sand beds or limy sediment to deform into hemispherical masses that 
may subsequently break apart from the bed and sink into the mud. Kuenen (1958) 
experimentally produced structmes that closely resemble natural ball and pillow 
structures by applying a shock to a layer of sand deposited over thixotropic clay. 

Synsedimentary Folds and Faults. The general term slump structures has been ap
plied to structures produced by penecontemporaneous deformation resulting 
from movement and displacement of unconsolidated or semiconsolidated sedi
ment, mainly under the influence of gravity. Potter and Pettijolu1 (1977) describe 
slump structures as being the products of either (1) pervasive movement involv
ing the interior of the transported mass, producing a chaotic mixture of different 
types of sediments, such as broken mud layers embedded in sandy sediment, or 
(2) a decollement type of movement in which the lateral displacement is concen
trated along a sole, thus producing beds that are tightly folded and piled into 
nappelike structures (e.g., Fig. 4.29). 

Slump structures may involve many sedimentation wuts, and they are com
monly faulted. Thicknesses of slump units have been reported to range from less 
than 1 m to more than SO m. Slump units may be bounded above and below by 
strata that show no evidence of deformation. It may be difficult in some strati
graphic successions, hO\'I'ever, to differentiate between slump units and incompe
tent beds such as shale that were deformed between competent sandstone or 
limestone beds during tectonic folding . 

Slump structures typically occur in mudstones and sandy shales and less 
commonly in sandstones, limestones, and evaporites. They are generally found in 
w1its that were deposited rapidly, and they have been reported from a variety of 
environments where rapid sedimentation and oversteepened slopes lead to insta
bility. They occur in glacial sediments, varved silts and clays of lacustrine origin, 
eolian dune sands, turbidites, delta and reef-front sediments, subaqueous dune 
sedi ments, and in sediments from the heads of submarine canyons, continental 
shelves, and the walls of deep-sea trenches. 

Dish and Pillar Structures. Dish structures are thin, dark-colored, subhorizontal, 
flat to concave-upward, clayey laminations (Fig. 4.30) that occur principally in 
sandstone and siltstone units (Lovve and LoPiccolo, 1974; Rautman and Do�, 
1977). The laminations are commonly only a few millimeters thick, but individual 
dishes may range from 1 em to more than 50 em wide. They typically occur in 
thick beds where dish and pillar structures may be the only structures visible. 

Small-scale decollement-type synsedimentary folds (arrows) in 
thin, fine-grained sandstone layers interbedded with shale, Elk-
ton Siltstone (Eocene), southwestern Oregon. 

· 
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Strongly curved to nearly flat dish structures (large arrow) and pillars 
(small arrows) formed by dewatering of siliciclastic sediment, jack
fork Group (Pennsylvanian), southeast Oklahoma. [From lowe, D. R., 
1975, Water escape structures in coarse-grained sediment: Sedimen
tology, v. 22, Fig. 8, p. 175, reprinted by permission of Elsevier Sci
ence Publishers, Amsterdam.] 

They also occur in beds less than about 0.5 m thick, where they commonly cut 
across primary flat laminations and other laminations. Pillar structures generally 
occ ur in association w.ith dish structures (Fig. 4.30). Pillars are vertical to near
vertical, cross-cutting columns and sheets of structureless or swirled sand that cut 
through either massive or laminated sands that also commonly contain dish struc
tures and convolute laminations. They range in size from tubes a few millimeters 
in diameter to large struch1res greater than 1 m in diameter and several meters 
long. Pillars are not actually stratification structures. They are discussed here with 
dish structures because of their close association with these structures and be
cause they form by a similar mechanism, discussed below. 

Dish and pillar structures were first observed in sediment gravity-flow de
posits (turbidites and liquefied flows) and are most abundant in such deposits; 
however, they have now also been reported in sediments from deltaic, alluvial, la
custrine, and shallow marine deposits, as well as from volcanic ash layers. They 
indicate rapid depos·ition and form by escape of water during consolidation of 
sediment Dming gradual compaction and dewatering, semipermeable laminae 
act as partial barriers to upward-moving water carrying fine sediment. The fine 
particles are retarded by the laminae and are added to them, forming the dishes. 
Some of the water is forced horizontally beneath the laminations until it finds an 
easier esr:ape route upward. This forceful upward escape of water forms the pil
lars.llherefore, both dish structures and pillars are dewatering structures. 

Erosion Structures 

Channels are structures. that show a U-shape or V-shape in cross section and cut 
across earlier-formed bedding and lamination (Fig. 4.31). They are formed by ero
sion, principally by .currents but in some cases by mass movements. Channels 
may be filled with sediment that is texturally different from the beds they trun
cate. Channels visible in outcrop range in width and depth from a few centimeters 
to many meters. Even larger channels may be definable by mapping or drilling. It 
is seldom possible to trace their length in outcrop, but they can presumably extend 
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Figure 4.31 
Channel (arrows) incised into fluvial, volcaniclastic 
sediments of the Colestin Formation (Eocene), 
Oregon-California border. Width of the channel is 
-4 -Sm. 

Figure 4.32 
Scour-and-fill structures in Miocene sandstone, Blacklock Point, 
southern Oregon coast. A small depression was scoured into 
underlying sand by currents, then filled with g ravel and sand. 
Lens cap for scale. 

for distances many times their width. Channels are very common in fluvial and 
tidal sediments. They also occur in turbidite sediments, where the long dimen
sions of the channels tend to be oriented parallel to current direction as shown by 
other directional structures. 

Scour-and-fill structures are similar to channels but are commonly smaller 
(Fig. 4.32). They consist of smalL filled asymmetrical troughs a few centimeters to 
a few meters in size, with long axes 'that point downcurrent and that commonly 
have a steep upcurrent slope and a more gentle downcurrent slope. They may be 
filled with either coarser grained or finer grained material than the substrate. 
These structures are most common in sandy sediment and are thought to form as 
a result of scour by currents and subsequent backfilling as current velocity de
creases. ln contrast to channels, several scoUI-and-fill structures may occur to
gether closely spaced in a row. They are primarily structures of fluvial origin that 
can occur in river, alluvial-fan, or glacial outwash-plain environments. 

4.4 BEDDING-PLANE MARKINGS 

Markings Generated by Erosion and Deposition 

Many bedding-plane markings o'cl.!lr on the underside of beds as positive-relief 
casts and irregular markings. Owing to their location on the bases or sotes of beds, 
they are often referred to ?S sole markings. Sole markings are preserved particu
larly well on the undersides of sandstones and other coarser. grained sedimentary 
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rocks that overlie shale beds. Many sole markings show directional features that 
make them very useful for interpreting the flow directions of ancient currents. 

These so-called erosional sole markings are actually formed by a two-stage 
process that involves both erosion and deposition. First, a cohesive, fine-sediment 
bottom is eroded by some mechanism to produce grooves or depressions. Because 
of the cohesiveness of the sediment, the depressions may be preserved long 
enough to be filled in and buried during subsequent deposition, typically by 
coarser-grained sediment than the bottom mud. This coarser sediment is probably 
deposited very shortly after erosion produced the depression, possibly in some 
cases by the same current that formed the depression. After burial and lithifica
tion, a positive relief feature is left attached to the base of the overlying bed. If the 
bed subsequently undergoes tectonic uplift, these structures may be exposed by 
weathering and subaerial erosion (Fig. 4.33). The initial erosional event that cre
ates the depressions in a mud bottom can take the form of current scour, or the de
pression can result from the action of objects called tools that are carried by the 
current and intermittently or continuously make contact with the bottom. These 
tools can be pieces of wood, the shells of organisms, or any similar object that can 
be rolled or dragged along the bottom. Erosional structures may thus be classified 
genetically as either current-formed structures or tool-formed structures. 

Erosional sole markings are most common on the soles of turbidite sand
stones, but they are also present in sedimentary rocks deposited in other environ
ments. They can form in any environments where the requisite conditions of an 
erosive event followed reasonably quickly by a depositional event are met. They 
have been reported in both fluvial and shelf deposits in addition to turbidites. 

Groove Casts 
Groove casts are elongate, nearly straight ridges that result from infilling of ero
sional relief produced as a result of a pebble, shell, piece of wood, or other object 
being dragged or rolled across the surface of cohesive sediment (Fig. 4.34). They 
typically range in width from a few millimeters to tens of centimeters and have a 
relief of a few millimeters to a centimeter or two; however, much larger groove 
casts also occur. Groove casts are greatly elongated in comparison to their width. 
They are directional features that are oriented parallel to the flow direction of the 
ancient currents that produced them; thus, they have paleocurrent significance. 
Groove casts on the same bed commonly have the same general orientation, al
though they may diverge at slight angles and even cross. Most groove casts do not 
have features that show the unique flow direction; that we cannot tell from them 
which direction was down current and which upcurrent. Chevrons are a variety of 
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Figure 4.33 
Postulated stages of development of sole 
markings owing to erosion of a mud bottom 
fol lowed by deposition of coarser sediment. 
The diagram also i l lustrates how the sole 
markings appear as positive-relief features on 
the base of the infi l l ing bed after tectonic up
lift and subaerial weathering; i t  suggests how 
sole markings can be used to tell top and 
bottom of overturned beds. [From Col linson, 
J .  D., and D. B.  Thompson, 1 982, Sedimenta
ry structures, Fig. 4 . 1 , p. 3 7, reprinted by 
permission of George Allen & Unwin, Lon
don. After R icci Lucchi, F., 1 970, Sedimen
tografia:  Zanchell i, Bologna, Italy.] 
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Figure4.34 
Large intersecting groove casts on the base of a 
turbidite sandstone bed, F luornoy Formation 
(Eocene), Oregon Coast Range. 

groove casts made up of continuous V-shaped crenulations in which the V points 
in a downstream direction; thus, this type of groove cast can be used to determine 
the true direction of flow. Dzulyrtski and Wal,ton (1965) suggest that chevrons are 
formed by tools moving just above the sedimeul surface but not touching the sur
face, causing rucking-up of the .sides of ·ilie groove. Groove casts are especially 
common on the soles of turbidite beds owing to shell fragments, pieces of wood, 
or other tools that are carried in th� base of turbidity current flows being dragged 
across a mud bottom. They occur also on the soles of beds deposited in shallow
water environments such as tidal flats and flood plains where floating tools may 
touch bottom and leave grooves. 

Bounce, Brush, Prod, Roll, and Skip Marks 
Smal l  gouge marks are produced by tools that make intermittent contact with the 
bottom, creating small marks. Brush and prod marks are asymmetrical in cross
sectional shape, and the deeper, broad part of the mark is orieflted downcurrent. 
Bounce marks are roughly symmetrical. Roll and skip marks are formed hy a tool 
bouncing up and down or rolling over the surface to produce a continuous track. 
The genesis of these structures is illustrated in Figure 4.35. 

Flute Casts 
Flute casts are elongated welts or ridges that have a bulbous nose at one end that 
flares out in the other direction and merges gradually with the surface of the bed 
(Fig. 4.36). They occur singly or in swarms in which all  of the flutes are oriented in 
the same general direction. On a given sole, the flutes tend to be about the same 
s�ze; however, flute casts on different beds can range in width hom a centimeter or 
two to 20 em or more, in height (relief) from a few centimeters to 10 em or more, 
and in length from a few centimeters to a meter or more. The plan-view shape of 
flutes varies from nearly streamline, bilaterally symmetrical forms to more elon
gate and irregular forms, some of which are highly twisted. 

flute casts are formed by filling .of a depression scoured in cohesive sedi
ment by current edd;ies created behind some obstacle, or by chance eddy scour. 
This type of curren·t scour produces asymmetrical depressions in which the 
steepest and deepest part of the depression is oriented upstream or upslope (see 
Fig. 4.33). Therefore, when such depressions are filled, the filling forms a positive
relief struetUJe with a bulbous nose oriented upstream. Flute casts thus make ex
ceUent paleocurrent it1dicators because they show the unique direction of current 
flow. Flutes are particularly prevalent on the soles of turbidite sequences, but they 
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A Bounce marks. The tool approaches the 
sediment surface at a low angle and 
immediately bounces back into the current. 

B Brush marks. The tool approaches the 
sediment surface at a very low angle, with the 
axis ol the tool inclined upcurrent, and is then 
lifted away by the current, producing a ridge 
of mud downcurrent of the mark . 

C Prod marks. The tool reaches the sediment 
surface at a fairl'y. llligh angle and is then lifted 
up and away by the current. 

D Roll marks. The tool rolls over the sediment 
surface, producing a continuous roll mark . 

E Skip marks. The tool travels downcurrent with 
a saltating movement, hitting the sedi ment 
surface at nearly regular intervals. 

Figure 4.36 

Figure 4.35 
Development in a cohesive 
mud bottom of (A) bounce 
marks, (B} brush marks, (C) 
prod marks, (D) mil marks, 
and (E) skip marks by action of 
"tools" making contact with 
the bottom in various ways. 
These tool-formed depressions 
are subsequently filled with 
coarser sediment to produce 
positive-relief casts. [After Rei
neck, H. E., and I. B. Singh, 
1 980, Depositional sedimenta
ry environments, 2nd ed., Fig. 
1 2 7, 1 29, 1 25, 1 32, p. 82, 83, 
reprinted by permission of 
Springer-Verlag, Heidelberg.] 

Flute casts on the base of a turbidite sandstone, 
Fluornoy Formation (Eocene), Oregon Coast 
Range. The bulbuous terminations of the flute 
casts indicate that paleocurrent flow was from right 
to left. [Photograph courtesy of Ewart Baldwin.] 

are also present in sediments deposited in shallow marine and nomnarine envi
ronments. They have been reported on the soles of limestone beds as well as sand
stone beds. 

Markings Generated by Deformation: Load Casts 

Load casts are described by Potter and Pettijohn (1977) as "swellings ranging from 
slight bulges, deep or shallow rounded sacks, knobby excrescences, or highly ir
regular protuberance." They commonly occur on the soles of sandstone beds that 
overlie mudstones or shales, and they tend to cover the entire bedding surface 
(Fig. 4.37). They range in diameter and relief from a few centimeters to a few tens 
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Figure 4.37 
I rregularly shaped load casts on the base of a loose slab 
of Cretaceous sandstone, southern Oregon coast. 

of centimeters. Load casts may superficially resemble flute casts; however, they 
can be distinguished from flutes by their greater irregularity .of shape and their 
lack of definite upcurrent and downcurrent ends. Also, load casts do not dispfay a 
preferred orientation with respect to current direction. 

Although they are called casts, load casts are not true casts because they are 
not fillings of a preexisting cavity or mold. They are formed by deformation of un
compacted, hydroplastic mud !beds owing to unequal loading by overlying sand 
layers. Uncompacted muds with excess fluid pore pressures, or muds liquefied by 
an externally generated shock, can be deformed by the weight of overlying sand, 
which may sink unequally into the incompetent mud. Loading owing to un
equal weight of the sand forces protrusions of sand down into the mud, creating 
positive-relief features on the base of the sandstone beds that may resemble some 
erosional structures, as mentioned. Load casts are closely related genetically to 
ball and pillow structures and flame structures. Flute and groove casts may be 
modified by loading, which tends to exaggerate their relief and destroy their orig
inal shapes. 

Load casts can form in any environment where water-saturated muds are 
quickly buried by sand before dewatering can take place. They do not indicate an}' 
particular environment, although they tend to be most common in turbidite se
quences. Their presence on the bases of some beds and not on others seems to re
flect the hydroplastic state of the nnderlying mud. They apparently will not form 
on the bases of sand beds deposited on muds that have already been compacted or 
de,,vatered prior to deposition of the sand. 

Biogenic Structures 

Trace Fossils 

The burrowing, boring, feeding, and locomotion activities of organisms can pro
duce a variety of trails, depressions, and open burrows and borings in mud or senti
consolidated sediment bottoms. Filling of these depressions and burrows with 
sediment of a different type or with different packing creates structures that may 
be either positive-relief features, such as trails on the bases of overlying beds, or 
features that shmv up as burrow or bore fillings on the tops of the underlying mud 
bed. Bu rrows and borings commonly extend down into beds; therefore, these 
structures are not exclusively bedd ing-plane structures. 

Tracks, trails, burrows, borings, and other structures made by organisms on 
bedding surfaces or within beds are known collectively as trace fossils, also referred 
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to as ichnofossils, or lebensspuren. Study of trace fossils constitutes the discipline of 
ichnology, which has become increasingly complex since the mid-1950s and has 
spawned a massive body of literature. Several of these books are listed under 
"Further Reading" at the end of this chapter. 

K1nds of Trace Fossils. Trace fossils are not true bodily preserved fossils; that is, 
they do not form by conversion of a skeleton into a body fossil. They are simply 
structures that originated through the activities of organisms. Interpreted broadly, 
biogenic structures can be considered to include the following: (1) bioturbation 
structures (burrows, tracks, trails, root penetration structures), (2) biostratification 
structures (algal stromatolites, graded bedding of biogenic origin), (3) bioero
sion structures (borings, scrapings, bitings), and (4) excrement (coprolites, such as 
fecal pellets or fecal castings). Not all geologists regard biostratification structures 
as trace fossils, and these structures are not commonly included in published dis
cussions of trace fossils. 

Trace fossils are classified into ichnogenera on the basis of characteristics 
that relate to major behavioral traits of organisms and are given generic names 
such as Ophiomorpha. Distinctive but less important characteristics are used to 
identify ichnospecies, e.g., Ophiomorpha nodosa. Trace fossils are produced by a 
host of marine organisms such as crabs, flatfish, clams, molluscs, worms, shrimp, 
and eel. In nonmarine environments, organisms such as insects, spiders, worms, 
millipedes, snails, and lizards can produce a variety of burrows and tunnels; ver
tebrate organisms leave tracks; and plants leave root traces. The organisms that 
produce traces are rarely preserved with the traces; thus, the trace maker is com
monly not known. Therefore, the names applied to ichnogenera and ichnospecies 
generally do not refer to the trace makers themselves. 

ltace Fossil Assemblages. From a sedimentological standpoint, study of trace-fossil 
assemblages has commonly proven to be more useful than study of individual 
ichnogenera or ichnospecies. A trace-fossil assemblage is a basic collective term 
that embraces all of the trace fossils present within a single unit of rock Although 
various kinds of trace-fossil assemblages are recognized, grouping of trace fossils 
into ichnofacies has particular significance in paleoenvironmental studies. 
Seilacher (1964, 1967) introduced the concept of ichnofacies to describe associa
tions of trace fossils that are recurrent in time and space and that reflect environ
mental conditions such as water depth (bathymetry), salinity, and the nature of 
the substrate in or on which they formed (e.g., mud vs. sand bottom). Fundamen
tally, ichnofacies are sedimentary facies defined on the basis of trace fossils, and 
each ichnofacies may include several ichnogenera. 

Seilacher (1967) established six ichnofacies, which he named after character
istic ichnogenera. Four of these (Skolithos, Cruziana, Zoophycos, and Nereites) were 
based on the marine water depth at which they were interpreted to occur (Table 
4.3; Fig. 4.38). The Glossifungites ichnofacies was established for traces that occur 
in firm to hard marine surfaces, and the Scoyenia ichnofacies characterized non
marine environments. Subsequently, Frey and Seilacher (1980) established the 
Trypanites ichnofacies for hardgrounds and rockgrounds; Bromley, Pemberton, 
and Rahmani (1984) proposed the Teredolites ichnofacies for borings in wood 
(woodgrounds); and Frey and Pemberton (1987) established the Psilonichus ichno
facies for softgrounds in the marine to nonmarine environment. Several addition
al ichnofacies have also been proposed (e.g., Bromley, 1996, p. 241); however, the 
nine ichnofacies shown in Table 4.3 are most commonly used. Sedimentologists 
are particularly interested in the Skolithos, Cruziana, Nereites, and Zoophycos ichno
facies, which have the greatest potential for interpreting ancient marine environ
mental conditions. 



... 

g 

ntble 4.3 Principal ichnofacies 
-

Ichnofacies Substrate Environment 

Teredolites Wood ground Estuarine, nearshore 
marine 

Trypanites Rockground Rocky coasts, reefs, 
hard-grounds 

Scoyenia Firmground Freshwater, 
terrestrial 

Clossi- Firmground Marine to nonmarine 
fungites 

Psilonic/m us Softground Marine to nonmarine 
sand, mud 

Skolithos Softground Marine 
sand 

Cruziana Softground Marine 
sand, mud 

Zoophycos Soft ground Marine 
mud 

Nereites Softground Marine 
sand, mud 

Water 
depth 

Various 

Beach 

Water 
energy 

Various 

High 

Medium 
shelf to low 

Slope-abyssal Low 

Slope- Turbidity 
abyssal current 

event 

Distinguishing characteristics 

Club-shaped, stumpy to elongate, subcylindrical to subparallel borings 

Cylindrical, tear-, or U-shaped, vertical to branching borings 

Horizontal to curved or tortuous bu rrows; sinuous crawling traces; vertical 
cylindrical to branching shafts; tracks and trails 

Vertical, cylindrical, U- or tear-shaped borings and/ or densely branching 
burrows 

J-, Y-, or U-shaped burrows; vertical shafts and horizontal tunnels; tracks, 
trails, root traces 

Vertical, cylindrical, or U-shaped very few horizontal burrows; low 

Mixed association of vertical, inclined, and horizontal structures; 
diversity of traces 

Simple to moderately complex grazing and feeding structures; horizontal to 
slightly inclined feeding or dwelling structures arranged in delicate sheets, 
ribbons, lobes, or spirals 

Complex horizontal, crawling, and grazing traces and patterned feeding/ 
dwelling traces; low diversity 

Data from: Bromley d al., 1984; Frey and SeilachP.r, 1980; Frt:'y and P(•mbcrton, 1987; Pemberton ct a!., 1992; Seilacher, 1967. 
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Trypanites Gfossifungites Skolithos Cmziana Zoophycos 

Figure 4.38 
Schematic representation of the relationship of characteristic trace fossils to sedimentary 
facies and depth zones in the ocean. Borings of 1 ,  Po/ydora; 2, Entobio; 3, echinoid bor
ings; 4, Tryponites; 5,6, pholadid burrows; 7, Diplocraterion; 8, unlined crab bu rrow; 9, 
Skolithos; 1 0, Diplocraterion; 1 1 , Thoiossinoides; 1 2, Arenicolites; 1 3, Ophiomorpho; 1 4, 
Phycodes; 1 5, Rhizocorallium; 1 6, Teichichnus; 1 7, Crossopodia; 1 8; Asteriocites; 1 9; 
Zoophycos; 20, Lorenzinia; 2 1 ,  Zoophycos; 22, Paleodictyon; 23, Taphrhefminthapsis; 24, 
He/minthoida; 25, 5pirohaphe; 26, Cosmorhaphe. [From Ekdale, A. A., R. G. Bromley, and 
S. B. Pemberton, 1 984, Ichnology: Trace fossils in sedimentology and stratigraphy: Soc. 
Econ. Paleontologists and Mineralogists Short Course No. 1 5, Fig. 1 5.2, p. 1 87, reprinted 
by permission of SEPM, Tulsa, Okla. Modified from Crimes, T. P., 1 975, The stratigraphical 
significance of trace fossils, in Crimes, T. P. , and ). C. Harper, eds., The study of trace fos
sils, Fig. 7.2, p. 1 1 8: Springer-Verlag, New York.] 

Significance of Trace Fossils. Trace fossils are important paleoecological i n d ica
tors; however, they are not infallible paleodepth indicators. In general, organisms 
in the littoral or intertidal zones adapt to harsh conditions resulting from high 
wave or current energy, desiccation, and large temperature and salinity fluctua
tions by burrowing into sand to escape. Thus, vertical and U-shaped dwelling 
burrows, some with protective linings, characterize the Skolithos ichnofacies of this 
zone. The neritic zone or subtidal zone extending from the low-tide zone to the 
edge of the continental shelf (at about 200 m water depth) is a less demanding en
vironment, although erosive currents may be present. Vertical dwell ing burrows 
and protected, U-shaped burrows are less common in this zone. Burrows tend to 
be shorter, and surface markings made by organisms such as crustaceans (or trilo
bites during early Paleozoic time) are more common. In the deeper part of the ner
itic zone, organic matter becomes abundant enough for sediment feeders to 
become established and produce feeding burrows. I n  these deeper waters, vertical 

Nereites 
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Box 4.1 Important Ichnofacies 

SKOLITHOS ICHNOFACIES 

Trace fossils of this association are characterized especially by vertical, cylin
drical, or U-shaped burrows (e.g., Ophiomorpha, Diplocraterion, and Skolithos, 
Fig. 4.4.1}. Overall diversity of ichnogenera is low and few horizontal struc
tures are present. This ichnofacies is developed primarily in sandy sediment 
where relatively high levels of wave or current energy are typical. Organisms 
in this environment construct deep burrows to protect against desiccation or 
unfavorable temperature or salinity changes during low tide, and as a means 
of escaping the shifting substrate of the surface (Pemberton, MacEachern, and 
Frey, 1992). The Skolithos ichnofacies is typical of sandy shoreline environment 
(Fig. 4.38), but it may grade seaward into shallow shelf environments. It has 
also been reported from some deeper-water environments, such as deep-sea 
fans and bathyal slopes. 

CRUZIANA ICHNOFACIES 

The Cruziana ichnofacies commonly occurs in somewhat deeper water than 
the Skolithos ichnofacies within subtidal zones below £air-weather wave base 
but above storm wave base (Frey and Seilacher, 1980), typical of the middle 
and outer shelf. It may also be present in sediments from some nearshore en
vironments. It is characterized by a mixed association of traces that may in
clude nearly vertical burrows, inclined U-burrows (Rhizocorallium), horizontal 
structures (Cruziana}, the traces of organisms that move about on or near the 

Figure 4.4.1 
Trace fossil association characteristic of the Skolithos ichnofacies. 1 )  Ophiomorpha, 2) 
Diplocraterion, 3) Skolithos, 4) Moncraterion. [From Pemberton, S. G., J. A. MacEachern, 
and R. W. Frey, 1 992, Trace fossil facies models: Environmental and allostratigraphic 
sign ificance,in Facies models, Walker, R. G., and N. P. james (eds.), Geological Associa
tion of Canada, Fig. 9, p. 53 .  Reproduced by permission.] 
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sediment surface (Thalassinoides}, and other odd traces having star shapes 
(Asteriacites) or C-shapes (Arenicolites} (Fig. 4.4.2}. Note: Some authors (e.g., 
Bromley, 1996, p. 249) recognize a separate Arenicolites ichnofacies. The Cruziana 
ichnofacies commonly has high diversity and abundance of traces (Fig. 4.4.2); 
in fact, a profusion of burrows may be present. It is typically developed in well
sorted silts and sands but may be present in muddy sands or silts. 

ZOOPHYCOS ICHNOFACIES 

This ichnofacies appears most typical of quiet-water environments with mod
erately low oxygen levels and muddy bottoms but can occur in other sub
strates. It is characterized by traces that range from simple to moderately 
complex, such as Spirophyton (Fig. 4.4.3). Individual traces may be abundant, 
but overall diversity is low. Sediments of the Zoophycos ichnofacies may be 
totally bioturbated (Bromley, 1996, p. 250). Although commonly considered to 
indicate deeper water (fig. 4.38), it  is known to occur also in shallow water. 
Thus, its value as a paleodepth indicator is problematical. Its distribution ap
pears to be tied more closely to oxygen levels and bottom sediment type than 
water depth. 

Rgure 4.4.2 
Trace fossi l  association characteristics of the Cruziana ichnofacies. 1) Asteriacites, 2) 
Cruziana, 3) Rhizocorallium, 4) Aulichnites, 5) Thalassinoides, 6) Chondrites, 7) 
Teichichnus, 8) Arenicolites, 9) Rosse/la, 1 0) Planolites. [From Pemberton, S.  G., j. A. 
MacEachern, and R. W. Frey, 1992, Trace fossil facies models: Environmental and al
lostratigraphic significance, in Facies models, Walker, R. G., and N. P. james (eds.), Geo
logical Association of Canada, Fig. 1 0, p. 54. Reproduced b y  permission.] 
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Figure 4.4.3 
Trace fossil association characteristic of the Zoophycos ichnofacies. 1 )  Phycosiphon, 2) 
Zoophycos, 3) Spirophyton. [From Pemberton, $. G., ] .  A. MacEachern, and R. W. Frey, 
1 992, Trace fossil facies models: Environmental and al lostratigraphic significance, in Fa
cies models, Walker, R. G., and N. P. james (eds.), Geological Association of Canada, 
Fig. 1 1 ,  p. 55. Reproduced by permission.] 

NEREITES ICHNOFACIES 

The Nereites ichnofacies is characteristic of deep water and is apparently re
stricted to turbidite deposits. It is distinguished by complex horizontal crawl
ing and grazing traces and patterned feeding or dwelling structures. The 
ichnogenera are ornate and complicated, such as Paleodictyon, Spirorhaphe, and 
Nereites (Fig. 4.4.4). Total diversity of traces is high, but the abundance of indi
vidual traces is low. The Nereites ichnofacies develops initially in sandy (tur
bidite) substrates but may later colonize parts of some muddy (pelagic) 
deposits that form on top of sandy turbidites. 

OTHER ICHNOFACIES 

The Psilonichnus ichnofacies (Fig. 4.4.5) is a softground ichnofacies developed 
under nonmarine to very shallow marine or quasi-marine conditions. It is 
characterized by h Y-, or U-shaped burrows of marine organisms, vertical 
shafts, and horizontal tunnels of insects and tetrapods; tracks and trails of in
sects, reptiles, birds, and mammals; and root traces. The other ichnofacies list
ed in Table 4.3 are distinguished by development in firm but uncemented 
substrates, rocky substrates, or woody material. Scoyenia ichnofacies, which 
occur in both terrestrial and aquatic environments, are characterized b y  di
verse traces that include small, horizontal, curved, or tortuous feeding bur
rows, sinuous crawling traces, tracks, trails, and vertical cylindrical to 
irregular shafts (see Hasiotis, 2002). The Trypanites ichnofacies develops in 
fully lithified marine substrates (beachrock, rocky coasts, hardgrounds, reefs). 
Traces include cylindrical, tear-, or U-shaped borings, commonly vertical to 
branching, most of which are dwelling structures for suspension-feeding or
ganisms (Fig. 4.38, 1-4). Other structures in this ichnofacies include rasping 
and scraping traces made by feeding organisms, holes drilled by predatory 
gastropods, and micro borings made by algae and fungi. The Glassifungites ich
nofacies develops in a variety of marine environments in firm, but unlithified, 
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Trace fossil association characteristics of the Nereites ichnofacies. l )  Spirorhaphe, 2) 
Uroheiminthoidea, 3) Lorenzinia, 4) Megagrapton, 5) Pa/eodictyon, 6) Nereites, 7) 
Cosmorhaphe. [From Pemberton, S. G., ]. A. MacEachern, and R. W. Frey, 1 992, Trace 
fossil facies models: Environmental and al lostratigraphic significance, in Facies models, 
Walker, R. G., and N. P. James (eds.), Geological Association of Canada, Fig. 1 2, p. 56. 
Reproduced by permission.] 

Figure 4.4.5 
Trace fossil association characteristic of the Psilonichnus ichnofacies. 1 )  Psilonichnus, 2) 
Macanopsis. [After Pemberton, S. G., j. A. MacEachern, and R. W. Frey, 1 992, Trace fos
sil facies models: Environmental and allostratigraphic significance, in Facies models, 
Walker, R. G., and N. P. james (eds.), Geological Association of Canada, Fig. 8, p. 53. 
Reproduced by permission.] 

substrates that typically consist of dewatered, cohesive muds. It is character
ized by vertical, cylindrical, U- or tear-shaped borings and/ or densely branch
ing burrows of suspension feeders or carnivores such as shrimp, crabs, worms, 
and pholadid bivalves (Fig. 4.38, 5-8). Individual structures may be abundant 
but diversity is low. Teredolites ichnofacies are restricted to woody substrates 
(so-called woodground) commonly in estuarine or very nearshore environ
ments where substantial amounts of woody material can accumulate on the 
bottom. The traces consist of profuse club-shaped borings that may be stumpy 
to elongate and subcylindrical to subparallel. 
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Figure 4.39 

escape or dwelling burrows thus tend to give way to horizontal feeding burrows. 
This zone of the ocean is distinguished by the Cruziana ichnofacies, characterized 
by such traces as those shown in Figure 4.38, 14-18 and Fig . 4.4.2. The deep ba
thyal and abyssal zones of the ocean exist below wave base where low-energy 
conditions generally prevail, although erosion and deposition can occur in these 
zones owing to turbidity currents or deep-bottom currents. Complex feeding bur
rows, such as those of the Nereites ichnofacies (Fig. 4.38, 22-26; Fig. 4.4.4), are par
ticularly common in these zones. 

Although each of these marine ichnofacies tends to be characteristic of a par
ticular bathymetric zone of the ocean, as shown in figure 4.38, lj\"e now know that 
individual trace fossils can overlap depth zones. No smg�e biogenic structure is an 
infallible indicator of depth and environment. The basic controls on the formation 
of trace fossils are not simply depth but include nature of the substrate, water en
ergy, rates of deposition, water turbidity, oxygen and s<llinity levels,. toxic sub
stances, and quantity of available food (Pemberton, MacEachern, and Prey, 1992). 

In addition to their role as environmental indicators, trace fossils are also useful 
in several other ways. They may, for example, serve as an indicator of relative sedi
mentation rates based on the assumption that rapidly deposited sediments contain 
relatively fewer trace fossils than slowly deposited sediments. They can also help to 
show whether sedimentation was continuous or marked by erosional breaks, and 
they provide a record of the behavior patterns of extinct organisms. They may even 
be useful in paleocurrent analysis; study of the orientation of resting marks of organ
isms that may have preferred to face into the current while resting establishes the pa
leocurrent-flow direction. Some trace fossils such as U-shaped burrows, which 
opened upward when formed, can be used to tell the top and bottom orientation of 
beds. Trace fossils also have biostratigraphic and chronostratigraphic significance for 
zoning and correlation, and they may be useful for recogn.ition of botmding disconti
nuities between stratigraphic successions (Pemberton, MacEachern, and Frey, 1992; 
also see Frey and Pemberton, 1985, and Frey and Wheatcroft, 1989). 

Stromatolites 
Stromatolites are organically formed, laminated structures composed of fine silt
or clay-size sediment or, more rarely, sand-size sediment. Most ancient stromato
lites occur in limestones; however, stromatolites have also been reported in siliciclastic 
sediments. Stromatolitic bedding ranges from nearly flat laminations that may be dif
ficult to differentiate from sedimentary laminations of other origins to hemispherical 
forms in which the laminae are crinkled or deformed to various degrees (Fig. 4.39). 
The hemispherical forms range in shape from biscuit- and cabbage-like forms to 

Stromatolites in l imestones of the Helena Forma
tion (Precambrian), Glacier National Park, 
Montana. 
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colUI11I15. Logan, Rezak, and Ginsburg (1964) classified these hemispherical stro-
matolites into three basic types: (1)  laterally linked hemispheroids, (2) discrete, 
vertically stacked hemispheroids, and (3) discrete spheroids, or spheroidal struc-
tures (Fig. 4.40). Laterally linked hemispheroids and discrete, vertically stacked 
hemispheroids can combine in various ways to create several different kinds of 
compound stromatolites. The term thrombolite was proposed by Aitken (1967) 
for structures that resemble stromatolites in external form and size but lack dis-
tinct laminations. The laminations of stromatolites are generally less than 1 mm 
thick and are caused by concentrations of fine calcium carbonate minerals, fine or-
ganic matter, and detrital clay and silt. Stromatolites composed of quartz grains 
have also been reported (Davis, 1968). 

Stromatolites were considered true body fossils by early workers, but they 
are now known to be organosedimentary structures formed largely by the trapping 
and binding activities of blue-green algae (cyanobacteria). They are forming today 
in many localities where they occur mainly in the shallow subtidal, intertidal, and 

Types 

Laterally linked 
hemispheroids 

Discrete, vertically stacked 
hemispheroids 

Discrete spheroids 

Combination forms 

Description 

Space-linked hemispheroids with close-linked 
hemispheroids as a microstructure in the 

constituent laminae 

Discrete, vertically stacked hemispheroids 
composed of close-linked hemispheroidal 
laminae on a microscale 

Spheroidal structures consisting of inverted, 
stacked hemispheroids 

Spheroidal structures consisting of 
concentrically stacked hemispheroids 

Spheroidal structures consisting of randomly 
stacked hemispheroids 

Initial space-linked hemispheroids passing into 
discrete, vertically stacked hemispheroids with 
upward growth of structures 

Initial discrete, vertically stacked 
hemispheroids passing into close-linked 
hemispheroids by upward growth 

Alternation of discrete, vertically stacked 
hemispheroids and space-linked 
hemispheroids due to periodic sediment 
infilling of interstructure spaces 

Initial space-linked hemispheroids passing into 
discrete, vertically stacked hemispheroids; 
both with laminae of close-linked 
hemispheroids 

Initial discrete, vertically stacked 

hemispheroids passing into close-li n ked 
hemispheroids; both with laminae of close
linked hemispheroids 

Vertical section of 
stromatolite structure 

Figure 4.40 
Structu res of hemispheri
cal stromatol ites showing 
examples of laterally 
li nked hemispheroids, ver
tically stacked hemispher
oids, and discrete 
spheroids. [After Logan, 
B. W., R. Rezak, and R. N .  
Ginsburg, 1 964, Classifica
tion and environmental 
s ignificance of algal stro
matolites: )our. Geology, 
v. 72, Fig. 4, p. 76, and 
Fig. 5, p.  78, reprinted by 
permission of University of 
Chicago Press.] 
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Figure 4.41 

supratidal zones of the ocean. They have also been found in lacustrine environ
ments. Because they are rela ted to the activities of blue-green algae, which carry 
out photosynthesis, they are restricted to water depths and environments where 
enough light is available for photosynthesis. The laminated structure forms be
cause fine sediment is trapped in the very fine filaments of algal mats. Once a thin 
layer of sediment covers the mat, the algal filaments grow up and around sedi
ment grains to form a new mat that traps another thin layer of sediment. This suc
cessive growth of mats produces the laminated structure. The shapes of the 
hemispheres are related to wa ter energy and scouring effects in the depositional 
environment. Laterally linked hemispheroids tend to form in low-energy environ
ments where scouring effects are minimal. In higher-energy environments, scour
ing by currents prevents linking of the stromatolite heads; thus, vertically stacked 
or discrete hemispheroids form. Stromatolites are forming in the world's oceans at 
the present time, and they have been reported in ancient rocks as old as 3.45 bil
lion years (e.g., Hofmann et al.,  1999). 

Bedding-Plane Markings of Miscellaneous Origin 

Mudcracks in modern sediment are downward-tapering, V-shaped fractures that 
display a crudely polygonal pattern in plan view. The area between the cracks is 
commonly curved upward into a concave shape. Mudcracks form in both silici
clastic and carbonate mud owing to desiccation. Subsequent sedimentation over a 
cracked surface fills the cracks. In ancient sedimentary rocks, mudcracks are com
monly preserved on the tops of bedding surfaces as positive-relief fillings of the 
original cracks (Fig. 4.41 ) .  Mudcracks occur in estuarine, lagoonal, tidal-flat, river 
floodplain, playa lake, and other environments where muddy sediment is inter
mittently exposed and allowed to dry. They may be associated with raindrop or 
hailstone imprints, bubble imprints and foam impressions, flat-topped ripple 
marks, and vertebrate tracks (Plummer and Gostin, 1981 ) .  

Syneresis cracks are subaqueously formed markings on bedding surfaces 
that superficially resemble mudcracks; however, they are discontinuous and vary 
in shape from polygonal to spindle-shaped or sinuous (Plummer and Gostin, 
1981). They commonly occur in thin mudstones interbedded with sandstones as 
either positive-relief features on the base of the sandstones or negative-relief fea
tures on the top of the mudstones. Syneresis cracks are subaqueous shrinkage 
cracks that form in clayey sediment by loss of pore water from clays that have floc
culated rapidly or that have undergone shrinkage of swelling-clay mineral lattices 
because of changes in salinity of surrounding water (Burst, 1965). 

Ancient mudcracks on the surface of a rock slab (age?), 

Death Val ley, Cal ifornia . [Photograph by james Stovall .] 
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Small craterlike pits with slightly raised rims commonly occur together with 
mudcracks and are thought to be impressions made by the impact of rain 
(raindrop imprints) or hail (hailstone imprints). They are commonly only a few 
miUirneters deep and less than 1 em in diameter, and they may occur as either 
widely scattered pits or very closely spaced impressions. When they can be tmam
biguously recognized, their presence indicates subaerial exposure; however, small 
circular depressions created by bubbles breaking on the surface of sediment 
(bubble imprints), escaping gas·, and some types of organic markings can be con
fused wi,th raindrop or hailstone imprints. 

Kill marks are small dendritic channels or grooves that form on beaches by 
lhe discharge of pore waters at low tide, or by small streams debouching onto a 
sand or mud flat. They have very low preservation potential and are seldom 
found in ancient sedimentary rocks. Swash marks are very thin, arcuate lines or 
small ridges on a beach formed by concentrations of fine sediment and organic 
debris. They are caused by wave swash and mark the farthest advance of wave 
uprush. They likewise have low preservation potential, but when found and rec
ognized in ancient sedimentary rocks, they indicate either a beach or a lakeshore 
environment. 

Parting l ineation, sometimes called current lineation, forms on the bedding 
surfaces of parallel laminated sandstones. It consists of subparallel ridges and 
grooves a few millimeters wide and many centimeters long (Fig. 4.42). Relief on 
the ridges and hollows is commonly on the order of the diameter of the sandstone 
grains. The grains in the sandstone generally have a mean orientation of their long 
axes parallel to the lineation. The lineation is oriented parallel to current flow, and 
thus its presence in ancient sandstones is useful in paleocurrent studies, although 
it shows only that the current flowed parallel to the parting lineations and does 
not show which of 'the two diametrically opposed directions was the flow direc
tion. Parting lineation occurs in newly deposited sands :on beaches and in fluvial 
environments. It is most common in ancient deposits in thin, evenly bedded sand
stones. Its origin is obviously related to current flow and grain orientation, proba
bly owing to flow over upper-flow regime plane beds, but the exact mechanism by 
which parting lineation forms is poorly understood. 

Figure 4.42 
Parting lineation in sandstone, Haymond Formation, Texas. Paleocurrent 
flow was parallel to the lineation. [Photograph courtesy of E. F. McBride.] 
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4.5 OTH ER STRUCTU RES 

Sandstone dikes and sills are tabular bodies of massive sandstone that fill frac
tures in any type of host rock. They range in thickness from a few centimeters to 
more than 10 m. They lack internal structures except for oriented mica flakes and 
other elongated particles that are commonly aligned parallel to the dike walls. 
Sandstone dikes are formed by forceful injection of liquefied sand into fractures, 
commonly in overlying rock; however, injection appears to have been downward 
in some rocks. Sandstone sills are similar features that formed by injection parallel 
to bedding. These sills may be difficult or impossible to distinguish from normal
ly deposited sandstone beds unless they can be traced into sandstone dikes or be 
traced far enough to show a cross-cutting relationship with other beds. Suggested 
causes of liquefaction of sand include shocks owing to earthquakes or triggering 
effects related to slumps, slides, or rapid emplacement of sediment by mass flow. 

Secondary sedimentary structures are structures that form sometime after 
deposition during sediment buriaL These structures are largely of chemical origin, 
formed by precipitation of mineral substances in the pores of semiconsolidated or 
consolidated sedimentary rock or by chemical replacement processes. Concretions 
are probably the most common kind of secondary structure. Most concretions are 
composed of calcite, but concretions composed of dolomite, hematite, siderite, 
chert, pyrite, and gypsum are also known. They form by precipitation of mineral 
matter around some kind of nucleus, such as a shell fragment, and gradually 
build up a globular mass (e.g., the dark, rounded features in Fig. 4.6), which may 
or may not display concentric layering. Shapes of these masses range from spher
ical to disc-shaped, cone-shaped, and pipe-shaped, and they may range in size 
from less than 1 em to as much as 3 m. Concretions are especially common in 
sandstones and shales but can occur in other sedimentary rocks. 

Stylolites are suturelike seams of clay or other insoluble material that com
monly occur in limestones owing to pressure solution (discussed in Chapter 6). 
Less common secondary structures include sand crystals (large crystals of calcite, 
barite, or gypsum filled with sand inclusions) and cone-in-cone structures (nested 
sets of small concentric cones composed of carbonate minerals). See Boggs (1992, 
p. 119-124) for additional descriptions of secondary structures. 

4.6 PALEOCURRENT ANALYSIS FROM 
SEDIMENTARY STRUCTU RES 

As mentioned, many sedimentary structures yield directional data that show the 
direction ancient current flowed at the time of deposition. The dip direction of 
cross-bed foresets; the asymmetry and orientation of the crests of current ripples; 
and the orientation of flute casts, groove casts, and current lineation are all exam
ples of directional data that can be obtained from sedimentary structures. Cross
bedding is one of the most useful sedimentary structures for determining 
paleocurrent direction. Because the foreset laminae in cross-beds are generated by 
avalanching on the downcurrent (lee) side of ripples, the foresets dip in the down
current direction. To measure paleocurrent direction from cross-beds requires that 
they be exposed in a three-dimensional outcrop. The strike of the foreset laminae 
is determined first; the dip direction is 90° to the strike. If cross-beds have been 
tilted by tectonic uplift after deposition, a correction must be made for this tilt 
(e.g., Collinson and Thompson, 1989, p. 200). 

The orientation of directional sedimentary structures is determined in the 
field with a Brunton compass by taking measurements from as many different out
crops and individual beds as possible and practical. The orientation of directional 
structures determined from a particular bed or stratigraphic unit commonly shows 
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coosiderable scatter. Therefore, directional data must be treated statistically in some 
manner to reveal primary and secondary directional trends. For example, the dip di-
redion of cross-bed foresets in the ancient deposits of a meandering river system 
may range from N 20° W.to N 20° E because of variations in flow direction of the 
stream in different parts of the meandering river system. By examining the orienta-
tion data statistically, we may be able to determine that the primary flow direction of 
the stream was approximately due north. Because all of the cross-bed foresets in this 
example indicate flow in the same general direction, in spite of some scatter, we say 
thaH low was unidirectional. By contrast, the cross-bed foresets in sandy deposits of 
marine tidal channels may display two opposing dip directions owing to formation 
ot cross-beds during both incoming and outgoing tides. This type of opposing flow 
is referred to as bidirectional. In some environments, such as the eolian environ-
ment, depositing currents may flow in several directions (polydirectional) at vari-
ous times during deposition of a particular sedimentary unit. 

The paleocurrent data collected from stratigraphic units that have under
gone little or no tectonic deformation or tilting can be compiled and summarized 
ditectly. If the rocks have undergone considerable tilting, it is necessary to correct 
the measured orientation by restoring directions to their original attitude be
fore Hltfng, A simple procedure using a stereogram can be used to reorient di
rectional data collected from tilted stratigraphic units (Collinson and Thompson, 
1989, p. 200). After any reorientation of data has been done, the data are common
ly plotted as a circular histogram or "rose diagram" (Fig. 4.43). (Commercial com
puter software programs are available for plotting rose diagrams, e.g., Rose, from 
Rockware, Wheat Ridge, Colorado.) Such diagrams show the principal direction 
of paleocurrent flow and any secondary or tertiary modes of flow. If the paleocur
rent flow as revealed by the rose diagram is dominantly in a single direction, the 
paleocurrent vector is said to be unimodal. If two principal directions of flow are 
indicated, it is bimodal, and if three or more directions of flow are revealed by the 
directional data, the paleocurrent flow is called polymodat 

Local paleocurrent directions may have environmental significance. For ex
ample, sediments from alluvial and deltaic environments tend to have unimodal 
paleocurrent vector patterns, whereas bimodal paleocurrent patterns are more 
common in shoreline and shelf sediments. Paleocurrent data have their greatest 
usefulness when plotted on a regional scale to reveal regional paleocurrent pat
terns (discussed in Chapter 16). 

Bimodal 
pattern Polymodal 

pattern 

Figure 4.43 
Hypothetical pa leocurrent 
data plotted as rose dia
grams: unimodal, bimodal, 
and polymodal patterns of 
paleoflow directions are 
shown. N = number of 
measurements (directions) 
taken in the field. 
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I
n Chapters 3 and 4 we examined sedimentary textures and structures and dis
cussed some of the ways that these physical properties are used to interpret the 
genesis of sedimentary rocks. Particle and chemical composition are also fun

damental properties of sedimentary rocks, properties that allow us to distinguish 
one kind of sedimentary rock from another and that provide additional informa
tion about the history of the rocks. Geologists commonly use the term mineralogy 
to refer to the identity of all the particles or grains in rocks. When we talk about 
the mineralogy of a sandstone, for example, we mean quartz, feldspar, micas, and 
other particulate mineral grains that make up the sandstone. Bulk chemistry is 
another aspect of the overall composition of sedimentary rocks and is directly re
lated to the mineralogy of the rocks. Traditionally, sedimentologists have been in
terested more in mineralogy than in bulk chemistry because they consider 
mineralogy to be more useful than chemical composition in characterizing and 
classifying sedimentary rocks and in interpreting their geologic history. That per
ception is changing, and we are now seeing an increasing number of published 
papers that are concerned in some way with sedimentary geochemistry. 

The next three chapters deal with the composition of siliciclastic sedimentary 
rocks (sandstones, conglomerates, shales), carbonate rocks (limestones and 
dolomites), other biochemical/ chemical sedimentary rocks (evaporites, cherts, 
iron-rich sedimentary rocks, phosphorites), and carbonaceous sedimentary rocks 
(oil shales and coals). Among other things, we will examine the ways that the 
characteristic, observable, and measurable properties of these rocks are used to 
classify them into different kinds. We will also examine the various ways that min
eralogy and chemical composition are used to interpret sediment provenance 
(source), depositional process, depositional environments, and diagenesis (burial 
alteration). Many of the biochemical/ chemical sedimentary rocks, such as dolomite, 
iron-rich sedimentary rocks, and phosphorites, are enigmatic rocks whose origins 
are still poorly understood. This section discusses ideas concerning the origin of 
these rocks and analyzes controversial and conflicting hypotheses. Study of the 
mineralogy of sedimentary rocks is commonly referred to as sedimentary petrog
raphy. The next three chapters provide an introduction to sedimentary petrogra
phy. Additional details are available in a host of papers and monographs, several 
of which are listed under "Further Reading" at the ends of the chapters. 



Siliciclastic Sedimentary Rocks 

5.1 INTRODUCTION 

A
s discussed in Chapter 1, sedimentary rocks composed mainly of silicate 
particles derived by the weathering breakdown of older rocks and by py
roclastic volcanism are called siliciclastic sedimentary rocks. Sandstones, 

conglomerates, and shales compose the members of this group. The siliciclastic 
sedimentary rocks make up roughly three-fourths of all  sedimentary rocks in the 
geologic record, and they are present in sedimentary successions ranging in age 
from Precambrian to Holocene. They are of special interest to geologists as indica
tors of Earth history. Many of the textures and structures discussed in Chapters 3 
and 4 are particularly well developed in these rocks. These textures and structures 
provide important information about ancient sediment transport and depositional 
conditions. In addition, the minerals and rock fragments in siliciclastic sedimenta
ry rocks furnish our most definitive clues to the nature and location of vanished 
ancient mountain systems such as the ancestral Rocky Mountains and Appalachi
an Mountains of the United States. Petroleum geologists are especially interested 
in sandstones because more than half of the world's reserves of oil and gas occur 
in these rocks. Shales are likewise of great interest because the organic matter con
tained in shales is believed to be the source material of oil and gas. 

In this chapter, we focus on the particle composition (kinds of minerals and 
rock fragments) of sandstones, shales, and conglomerates and explore ways that 
composition can be used to classify these rocks and interpret aspects of their ori
gin. We will also briefly examine changes in composition and texture that take 
place owing to burial diagenesis. 

5.2 SANDSTONES 

Sandstones make up 20-25 percent of all sedimentary rocks. They are common 
rocks in geologic systems of all ages, and they are distributed throughout the con
tinents of Earth. Sandstones consist mainly of silicate grains ranging in size from 
1/16 to 2 mm. These particles make up the framework fraction of the sandstones. 
Sandstones may also contain various amounts of cement and very fine size 
( < -0.03 mm) material called matrix, which are present within interstitial pore 
space among the framework grains. Because of their coarse size (relative to the 
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sizes of particles in shales), the framework milleralogy of sandstones can general
ly be determined with reasonable accuracy with a standard petrographic micro
scope or by backscattered electron microscopy (e.g., Krinsley et a!., 1998). Bulk 
chemical composition can be measured by instrumental techniques such as X-ray 
fluorescence and inductively coupled argon plasma emission spectrometry (ICP). 
The chemistry of individual mineral grains is commonly determined by use of an 
electron probe microanalyzer or an energy dispersive X-ray detector (EDX) at
tached to a scanning electron microscope. 

In this section, we examine the mineralogy and chemical composition of 
sandstones, discuss the classification of sandstones on the basis of mineral compo
sition, and evaluate the usefulness of particle and chemical composition in inter
preting the genesis of sandstones. 

Framework Mineralogy 

The particles that make up sandstones are main! y sand-size and coarse silt-size sil
icate minerals and rock fragments referred to as framework grains, as mentioned. 
Only a few principal kinds of minerals make up the bulk of all sandstones. These 
common minerals and rock fragments are shown in Table 5.1 and are discussed in 
greater detail in the following paragraphs. 

Quartz 

Quartz (Si02) is the dominant mineral in most sandstones, making up on average 
about 50-60 percent of the framework fraction. It is a comparatively easy mineral 
to identify, both megascopically in hand specimens and by petrographic examina
tion in thin sections, although it can be confused with feldspars. Because of its su
perior hardness and chemical stability, quartz can survive multiple recycling. The 
quartz grains in many sandstones display some degree of rounding acquired by 
abrasion during one or more episodes of transport, particularly by wind. 

Quartz can occur as single (monocrystalline) grains (Fig. 5.1A) or as compos
ite (polycrystalline) grains (Fig. 5.1B). When examined under crossed polarizing 
prisms with a petrographic microscope, many quartz grains display sweeping 
patterns of extinction as the stage is rotated. This property is called undulatory ex
tinction. Some authors (Folk, 1974; Basu et a!., 1975) suggest that the properties of 
polycrystallinity and undulatory extinction can be used to distinguish quartz de
rived from different sources. Quartz is derived from plutonic rock, particularly 
felsic plutonic rocks such as granites, metamorphic rocks, and older sandstones. 

Feldspars 

Feldspar minerals make up about 10-20 percent of the framework grains of aver
age sandstones. They are the second most abundant mineral in most sandstones. 
Several varieties of feldspars are recognized on the basis of differences in chemical 
composition and optical properties. They are divided into two broad groups: a lka
li feldspars and plagioclase feldspars. 

Alkali feldspars constitute a group of minerals in which chemical composi
tion can range through a complete solid solution series from KA1Si308 through 
(K, Na)AISi30s to NaA1Si308. Because potassium-rich feldspars are such com
mon members of this group, it has become widespread practice to call the alkali 
feldspars potassium feldspars, often shortened to simply K-spars. Common 
members of the potassium-feldspar group include orthoclase, microcline (Fig. 
5.1C), and sanidine. Plagioclase feldspars form a complex solid solution series 
ranging in composition from NaA1Si308 (albite) through CaA12Si208 (anorthite). 
A general formula for the series is (Na, Ca) (AI, Si )Si208. Plagioclase feldspars can 



Major minerals (abundance > - 1 -2%) 

Stable minerals (greatest resistance to chemical decomposition): 
Quartz-makes up approximately 65% of framework grains in average sandstone, 

30% of minerals in average shale. 
Less stable minerals: 

Feldspars-include K-feldspars (orthoclase, microcline, sanidine, anorthoclase) and 
plagioclase feldspars (albite, oligoclase, andesine, labradorite, bytownite, anor
thite); make up about 1()-15% of framework grains in average sandstone, 5% of 
average shale. 

Clay minerals and fine micas-day minerals include the kaolinite group, illite group, 
smectite group (montmorillonite a principal variety), and chlorite group; fine 
micas are principally muscovite (sericite) and biotite; minor abundance in sand
stones, where they occur as matrix minerals, but compose >60% of the minerals in 
average shale. 

Accessory minerals (abundances < - 1 -2%) 

Coarse micas-principally muscovite and biotite. 
Heavy minerals (specific gravity > -2.9): 

Stable nonopaque minerals-zircon, tourmaline, rutile, anatase. 
Metastable nonopaque minerals-amphiboles, pyroxenes, chlorite, garnet, apatite, 

staurolite, epidote, olivine, sphene, zoisite, clinozoisite, topaz, monazite, plus about 
100 others of minor importance volumetrically. 

Stable opaque minerals-hematite, limonite. 
Metastable opaque minerals--magnetite, ilmenite, leucoxene. 

Rock Fragments (make up about 10-15% of the siliciclastic grains in average sandstone 
and most of the gravel-size particles in conglomerates; shales contain few rock frag
ments) 

Igneous rock fragments-clasts of any kind of igneous rock possible in conglomerate; 
however, fragments of fine-crystalline volcanic rock are most common in sand
stones. 

Metamorphic rock fragments-may include clasts of any kind of metamorphic rock; 
however, meta quartzite, schist, phyllite, sla te, and argillite clasts are most common 
in sandstones. 

Sedimentary rock fragments-clasts of any kind of sedimentary rock possible in con
glomerates; clasts of fine sandstone, siltstone, shale, and chert are most common in 
sandstones; limestone clasts are comparatively rare in sandstones. 

Chemical Cements (abundance variable) 
Silicate minerals-predominantly quartz; others may include microquartz (chert), 

opal, feldspars, and zeolites. 
Carbonate minerals-principally calcite; less commonly aragonite, dolomite, siderite. 
Iron oxide minerals--hematite, limonite, goethite. 
Sulfate minerals-anhydrite, gypsum, barite. 

Note: The terms stable and metastable refer to chemical stability. 

commonly be distinguished from potassium feldspars on the basis of optical prop
erties such as twinning (compare Fig. 5.1 D with Fig. 5.1 C) by examination with a 
petrographic microscope. Unfortunately, some K-feldspars (e.g., orthoclase and 
sanidine) and some plagioclase are untwinned, making them difficult to differ
entiate from each other and from quartz. Potassium feldspars are generally con
sidered to be somewhat more abundant overall in sedimentary rocks than 
plagioclase feldspars; however, plagioclase is more abundant in sandstones de
rived from volcanic rocks. 

5.2 Sandstones 1 2 1  
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Figure 5.1 
Principal kinds of framework grains in sandstones. A. Monocrystal l ine qua rtz, Roubidoux 
Fm. (Ordovician), Missouri.  B. Polycrystalline quartz, Miocene sandstone, japan Sea. 
C. Potass ium feldspar (mi crocline), Bateman Fm. (Eocene), Oregon. D.  Plagioclase 
feldspar, Bateman Fm. (Eocene), Oregon . E. Mica (m uscovite), Bateman Fm. (Eocene), 
Oregon. F. Heavy mi nerals (Z = Zircon; M = magnetite; P = pyroxene), India. Crossed nicol 
photom icrogra phs. 

Feldspars ar_e chemically less stable than quartz and are more susceptible to 
chemical destrudion during weathering and diagenesis. Because they are also 
softer than quartz, feldspars become more readily rounded during transport. They 
also appear to be somewhat more prone to mechanical shattering and breakup 
owing to their deavage. Feldspars are less likely than quartz .to survive several 
episcdes of recycling, al though they can survive rno1e than one cycle if weather
ing occurs in a moderately ari d or cold climate. Owing to this possibility of recy
cling, the presence of a few feldspar grains in a sedimentary rock does not 



necessarily mean that the rock is composed of first-cycle sediments derived direct
ly from crystalline igneous or metamorphic rocks. On the other hand1 a high con
tent of feldspars, particularly on the order of 25 percent or more1 probably 
indicates derivation directly from crystalline source rocks. 

Accessory Framework Minerals 

Minerals that have an average abundance in sedimentary rocks less than about 
1-2 percent are called accessory minerals. These minerals include the common 
micas, muscovite (white mica) and biotite (dark mica), and a large number of so
called heavy minerals, which are denser than quartz. 

The average abundance of coarse micas in siliciclastic sedimentary rocks is 
less than about 0.5 percent, although some sandstones may contain 2-3 percent. 
Micas are distinguished from other minerals by their platy or flaky habit (Fig. 5.1E). 
Muscovite is chemically more stable than biotite and is commonly much more 
abundant in sandstones than biotite. Micas are derived particularly from meta
morphic source rocks as well as from some plutonic igneous rocks. 

Minerals that have a specific gravity greater than about 2.9 are called heavy 
minerals. These minerals include both chemically stable and unstable (labile) va
rieties as shown in Table 5.1.  Stable heavy minerals such as zircon (Fig. 5.1F) and 
rutile can survive multiple recycling episodes and are commonly rounded, indi
cating that the last source was sedimentary. Less stable minerals, such as mag
netite, pyroxenes1 and amphiboles, are less likely to survive recycling. They are 
commonly first-cycle sediments that reflect the composition of proximate source 
rocks. Thus, heavy minerals are useful indicators of sediment source rocks be
cause different types of source rocks yield different suites of heavy minerals. 
Heavy minerals are derived from a variety of igneous, metamorphic, and sedi-
11\entary rocks. 

Because of their low abundance in sandstones, heavy minerals are common
ly concentrated for study by separating them from the light mineral fraction by 
using heavy liquids such as bromoform or sodium polytungstate (e.g., Lindholm/ 
1987, p. 214). In this separation process, disaggregated sediment is stirred into a 
heavy liquid contained in a funnel placed inside a fume hood. (Many heavy liq
uids are toxic and must be handled with extreme care.) The light minerals float on 
the surface of the heavy liquid, but the heavy minerals gradually sink into the 
stem of the funnel where they can be drawn off and separated from the light frac
tion. After the heavy liquid has been washed off in a suitable solvent, these heavy 
mineral concentrates can then be mounted on a glass microscope slide (Fig. 5.1F) 
and studied with a petrographic microscope. 

Rock Fragments 

Pieces of ancient source rocks that have not yet disintegrated to yield individual 
mineral grains are called rock fragments or clasts. Rock fragments make up about 
15-20 percent of the framework grains in the average sandstone; however, the 
rock-fragment content of sandstones is highly variable and ranges from zero to 
more than 95 percent. Fragments of any kind of igneous, metamorphic, or sedi
mentary rock can occur in sandstones (Fig. 5.2); however, clasts of fine-grained 
source rocks are most likely to be preserved as sand-size fragments (Boggs, 1968). 
Very coarse grained source rocks such as granites typically yield clasts of coarse
sand size or larger (e.g. Fig. 5.2A); however, such clasts are not common because 
granites commonly disintegrate to yield individual minerals rather than clasts. 
The most common rock fragments in sandstones are clasts of volcanic rocks (Fig. 
5.2B), volcanic glass (in younger rocks), and fine-grained metamorphic rocks such 
as slate, phyllite, schist (Fig. 5.2C), and quartzite (Fig. 5.2D). Sand-size fragments 
of silica-cemented siltstone, fine-grained sandstone (Fig. 5.2E), and shale are less 
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Figure 5.2 
Common kinds of rock fragments in sandstones. A. Plutonic (granite; a rrows), Bateman 
Fm. (Eocene), Oregon. B. Volcan ic, Miocene sandstone, Japan Sea. C. Metamorphic 
(schist; arrows), Pottsvi l le  Group (Pennsylvanian), eastern Pennsylvania. D. Metamorphic 
(quartzite; arrows) Pottsvi l le Group (Pennsylvanian), eastern Pennsylvania.  E. Sedimentary 
(sandstone; arrows; note rounding of grains within  this clast), Bateman Fm. (Eocene), 
Oregon. F. Sedimentary (chert; arrows), Otter Point Fm.  (Ju rassic), Oregon. Crossed n icol 
photomicrographs. 

common. Clasts of limestone or other carbonate rocks are alsg less common, prob
ably in part because they do not survive weathering and transport. Composite 
quartz grains that consist of exceedingly small quartz crystals, referred to as mi
crocrystalline quartz, are called chert. Chert grains are actually rock fragments, 
derived by weathering of bedded chert or chert nodules in limestone, and can be 
abundant in some sandstones (Fig. 5 .2F). 



Rock fragments are particularly important in studies of sediment source 
rocks. They are moderately easily identified, and they are more reliable indicators 
of source rock types than are individual minerals such as quartz or feldspar, which 
can be derived from different types of source rocks. 

Mineral Cements 

The framework grains in most siliciclastic sedimentary rocks are bound together 
by some type of mineral cement. These cementing materials may be either sili
cate minerals such as quartz and opa� or nonsil!icate minerals such as calcite and 
dolomite. Quar,tz is the most common silicate mineri!!l that acts as a cement. In 
most sand's tones, the quartz cement is �heroically attached to the crystal lattice of 
existing quartz grains, forming rims of cement �al'led overgrowths (Fig. 5.3A). 
Such overgrowths bhal retain crystallographic continuity of a grain are said to be 
syntaxiaJ . Because syntaxial overgrowths are optically continuous with the origi
nal grain, they go fa extinction in the same position as the original grain when ro
tated on the stage of a polarizing microscope. Overgrowths can be recognized by a 
line of impurities or bubbles that mark the surface of the original grain. Quartz 
overgr.owths are particularly common in quartz-rich sandstones. Less commonly, 
quartz cement is present as microcrystalline quartz, which has a fine-grained, 
crystalline texture similar to that of chert. When silica cement is deposited as mi
crocrystalline quartz, it forms a mosaic of very tiny quartz crystals that fill the in
terstitial spaces among framework silicate grains (Fig. 5.38). Not uncommonly, the 

Figure 5.3 
Common cements in sandstones. A. Quartz overgrowths (arrows), Lamotte Sandstone 
(Cambrian), Missouri. B. Microquartz (chert; arrows) cementing quartz and chert grains, 
jefferson City Fm. (Ordovician), Missouri. C. Calcite, Kayenta Fm. (Triassic), Utah. D. Clay 
mineral (chlorite; arrows), Miocene sandstone, Japan Sea. Crossed nicol photomicrographs. 
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crystals next to the framework grains are smalt slightly elongated, and are orient
ed normal to the surfaces of the framework grains. More rarely, opal (an isotropic 
mineral) occurs as a cement in sandstones, particularly in sandstones rich in vol
canogenic materials. Like quartz and microcrystalline quartz (chert), opal is also 
composed of Si02, but, unlike these minerals, opal contains some water and lacks 
a definite crystal structure. Thus, it is said to be amorphous. Opal is metastable 
and crystallizes in time to microcrystalline quartz. 

Carbonate minerals are the most abundant nonsilicate mineral cements in 
siliciclastic sedimentary rocks. Calcite is a particularly common carbonate cement. 
It is precipitated in the pore spaces among framework grains, typically forming a 
mosaic of smaller crystals (Fig. 5.3C). These crystals adhere to the larger framework 
grains and bind them together. Less common carbonate cements are dolomite and 
siderite (iron carbonate). Other minerals that act as cements in sandstones include 
the iron oxide minerals hematite and limonite, feldspars, anhydrite, gypsum, 
barite, day minerals (Fig. 5.3D), and zeolite minerals. Zeolites are hydrous alumi
nosilicate minerals that occur as cements primarily in volcaniclastic sedimentary 
rocks (discussed in a subsequent section). 

All cements are secondary minerals that form in sandstones after deposition 
and during burial. Details of the cementation process are given in Section 5.5 
(Diagenesis). 

Matrix Minerals 

Grains in sandstones smaller than about 0.03 mm, which fill interstitial spaces 
among framework grains, are referred to as matrix minerals. Matrix minerals may 
include fine-size micas, quartz, and feldspars; however, clay minerals make up the 
bulk of matrix grains. Because of their small size, day minerals are difficult to 
identify by routine petrographic microscopy. They must be identified by X-ray dif
fraction techniques, electron microscopy, or other nonoptical methods. Clay min
erals are compositionally diverse. They belong to the phyllosilicate mineral group, 
which is characterized by two-dimensional layer structures arranged in indefi
nitely extending sheets. 

The most common clay mineral groups are illite [K2(Si�l2)Al4020(0H)4], 
smectite (montmorillonite) [ (Al, Mg)8(Si4010)3(0H ) 10 · 12H20], kaolinite [Al2Si2 
05(0H)4], and chlorite I (Mg, Fe )5( AI, Fe3+)zSi3010( OH)8]. Kaolinite is a two
layer clay; the others are three-layer clays. Smectite is a day-mineral group, of 
which montmorillonite is a principal variety. Clay minerals form principally as 
secondary minerals during subaerial weathering and hydrolysis, although they 
can also form by subaqueous weathering in the marine environment and during 
burial diagenesis. 

Chemical Composition 

Sedimentologists have traditionally placed relatively little emphasis on study of 
the chemical composition of siliciclastic sedimentary rocks, in sharp contrast to 
geologists who study igneous and metamorphic rocks. This lack of interest is 
mainly attributed to the common belief that chemical composition of siliciclastic 
rocks is less useful than mineral composition for interpreting depositional history 
and provenance. Also, the present chemical composition of these rocks may not 
accurately reflect their composition at the time of deposition, because crystalliza
tion of new minerals during sediment burial and diagenesis can change the origi
nal chemical composition. The formerly high cost of doing chemical analyses is an 
additional factor that helped to discourage extensive chemical studies of sedimen
tary rocks. Several new tools, such as the electron probe microanalyzer and X-ray 



fluorescence equipment, now enable rapid and comparatively inexpensive chemi
cal analyses of rock composition. These new tools, as well as changing attitudes 
regarding the significance of chemical composition, are causing sedimentologist& 
to develop a deeper interest in the chemistry of sedimentary rocks. For example, 
chemical data, both bulk chemical composition and the trace-element composition 
of individual minerals, have been applied to provenance studies, that is, studies 
linking sedimentary materials to their source rocks (e.g., Morton et aL, 1991; 
Johnsson and Basu, 1993). 

Because most grains in siliciclastic sedimentary rocks are derived from vari
ous types of igneous, metamorphic, and sedimentary rocks, the mineralogy and 
chemical composition of siliciclastic rocks are clearly a function of parent rock 
composition. Nonetheless, sedimentary rocks d isplay d istinct chemical d iffer
ences from parent source rocks owing to chemical changes that occur during 
weathering and diagenesis. For example, they tend to be enriched in silica and de
pleted in iron, magnesium, calcium, sodium, and potassium compared to the par
ent rocks. Enrichment in silica occurs because siliceous minerals resist chemical 
weathering; thus, silica is concentrated in weathering residues with respect to 
more soluble cations. Also, the superior chemical stability of Si02 minerals such as 
quartz and chert causes sedimentary rocks to become progressively enriched in 
these minerals during multiple recycling events. Thus, overall, silica content in
creases at the expense of less stable iron- and magnesium-rich minerals. 

The average chemical composition of some sandstones reported in the litera
ture is shown in Table 5.2. I stress that this table shows average composition of a 

few sandstones. Specimens of sandstone from other formations may have chemi
cal compositions that deviate considerably from these average values. Silicon, ex
pressed as Si02, is the most abundant chemical constituent in all types of 
sandstones because of the abundance of quartz in sandstones and the presence of 
silicon in all silicate minerals. Aluminum (A1203) is moderately abundant in 
sandstones containing abundant feldspars or in rock-fragment-rich sandstones 
that contain a matrix of clay minerals. It is much less abundant in quartz-rich 
sandstones, which commonly do not have a clay matrix. On average, iron, magne
sium, calcium, sodium, and potassium are all less abundant in sandstones than is 
aluminum. Relative concentrations of these elements vary as a function of the 
mineralogy of the sand-size grains and the types of matrix clay minerals and dia
genetic cements in the rock. For example, sandstones with abundant calcium car
bonate cement or carbonate fossils may have anomalously high calcium content. 

Classification of Sandstones 

Descriptive classification of sandstones is based fundamentally on framework 
mineralogy, although the relative abundance of matrix plays a role in some classi
fications. Although mineralogy is the principal basis for classifying sandstones, 
finding a classification that is suitable for all types of sandstones and acceptable to 
most geologists has proven to be an elusive goaL In fact, more than fifty different 
classifications for sandstones have been proposed (Friedman and Sanders, 1978), 
but none has received widespread acceptance. Classifications that are all-inclusive 
tend to be too complicated and unwieldy for general use, and classifications that 
are oversimplified may convey too little useful information. 

Textural Nomenclature of Mixed Sediments 

Unconsolidated siliciclastic sediment is called gravel (dominance of >2 rum-size 
grains), sand (1 /16-2 mm), or mud ( <1/16 mm ), depending upon grain size. The 
lithified rock equivalents of these sediments are conglomerate, sandstone, and 
shale (mudrock). Because many siliciclastic sedimentary rocks are composed of 
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otsalildstones ®nl $� NP� 

(1 ) (2) (3) (4) (5) (6) (7) (8) (9) 
n 1 1  23 30 16 18 1 2  1 19 1 2  59 

Si02 86.5 67.8 65.6 56.9 56.2 68.4 70.6 37.3 50.3 

Ti02 0.53 0.95 0.91 1 .42 0.89 0.69 0.64 0.34 0.64 

Alz03 5.71 15.4 15.1  12.3 15.3 13.5 12.6 7.91 14.0 

Fe203(t) 2.69 6.46 6.09 6.18 6.48 5.30 4.97 3.18 6.40 

MnO 0.02 0.07 0.15 0.11 0.07 0.09 0.08 0.10 0.13 

MgO 0.69 1 .73 1 .82 4.20 2.35 1 .68 1 .51 1 .07 3.25 

CaO 0.05 0.42 1 .94 5.82 5.74 2.38 1.61 26.0 9.90 

Na20 0.02 1 .07 0.87 1 .92 1.28 3 .15 2.76 0.92 

KzO 1.55 2.74 3.03 1.90 2.80 2.62 2.20 0.51 2.09 

PzOs 0.02 0.16 0.17 0.17 0.17 0.18 0.02 0.10 0.21 

V (ppm) 5 1  123 159 100 126 71 79 103 

Cr 55 82 88 225 71 55 44 31 

Ni 19 231 58 130 49 30 8 5 49 

Zn 29 52 104 84 114 69 66 91 

Rb 60 12.1 133 72 125 93 10 79 

Sr 29 134 113 233 168 310 110 879 267 

y 1 7  3 1  40 21 35 36 37 1 5  29 

Zr 417 238 260 191 187 333 413 58 118 

Sourceo Argas! and Donnelly, 1987, four. Sed. Petrology, v. 57, p. 813-823: Society Economic Mineralogists and Paleontologists, Tulsa, Okla. 

Note: Iron is reported as total Fe203; n is the number of samplet-< in each average; f indicates total; a dash indicates no reported value. 

*(1) Shawangunk Formation near Ellernrille .. New York (quartz arenite} 
(2) Millport Member of the Rhinestreet Formation, Elmira, New York (lithic arenite/wacke) 
(3) Oneota Formation, Unadilla, ;...;ew York (lithic arenite/wacke) 
(4) Cloridorme Formation, St Yvon and Gros Mome, Quebec (lithic arenite/wacke) 
(5) Austin Glen Member of Normans kill Formation, Poughkeepsie, New York (lithic arenite /wacke) 
(6) Renessalaer Member of the Nassau Formation, near Grafton, New York (feldspathk arenite/wacke) 
(7) Renesselaer Member, averages of analyses from Ondrick and Gnffiths (1969) (feldspathic arenite/wacke) 
(8) Rio Culebrinas Formation, La Tasca, Puerto Rico (fossiliferous volcaniclastics) 
(9) Turbidites from DSDP site 379A (lithic arenites/wacke) 

grains of mixed sizes, it is not always easy to decide whether a rock should be 
called a conglomerate, a sandstone, or a shale. It might be difficult to decide, for 
example, whether a sedimentary rock composed of nearly equal portions of sand
size and mud-size particles should be called a sandstone or a shale. Various classi
fication schemes have been devised for naming texturally mixed sediments and 
sedimentary rocks, most of which make use of triangular texture diagrams such as 
those shown in Figure 5.4. 

The textural classification illustrated in Figure 5.4A includes particles rang
ing in size from mud (clay and fine silt) to gravel. Note that the textural bound
aries in this classification scheme are not entirely symmetrical. Ideally, we might 
expect the boundary between gravel and mud-sand to be set at 50 percent; how
ever, this is not always the case, as Figure 5.4A shows. Because particles of gravel 
size are commonly less abundant than sand and mud particles, many geologists 
consider a sediment with as little as 30 percent gravel-size fragments to be a grav
el. If sediments contain only particles of sand size and smaller, a textural classifi
cation scheme such as Figure 5.4B or 5.4C that uses sand, silt, and clay as end 
members of the classification is more appropriate. Once the textural nomenclature 
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Nomenclature of mixed sediments. A, B. Simplified from Folk. C. After Robinson. C = clay, 
CS clayey sand, G = gravel, M = mud, MG = muddy gravel, M S  = muddy sand, S 
sand, SG = sandy gravel, Z silt, Zs silty sand. [A and B after Folk, R. L., 1 954, The dis
tinction between grain size and mineral composition in sedimentary rock nomenclature: 
)our. Geology, v. 62, Fig. 1 a, p. 346, and 1 b, p. 349, reprinted by permission of University 
of Chicago Press. C after Robinson, G. W., 1 949, Soils, their origin, constitution, and clas
sification, 3rd ed.; Murby, London.] 

of siliciclastic sediment or sedimentary rocks has been established, rocks within 
each textural group can be further classified on the basis of composition. 

Mineralogical Classification 

Most sandstones are made up of mixtures of a very small number of dominant 
framework components. Quartz, feldspars, and rock fragments such as chert and 
volcanic clasts are the only framework constituents that are commonly abundant 
enough to be important in sandstone classification. In addition to framework 
grains, matrix may be present in interstitial spaces among these grains. In spite of 
the very simple composition of sandstones, geologists have not been able to agree 
on a single, acceptable sandstone classification. Published classifications range 
from those that have a strong genetic orientation to those based strictly on observ
able, descriptive properties of sandstones. Most authors of sandstone classifica
tions use a classification scheme that involves a QFR or QFL plot. These plots are 
triangular diagrams on which quartz (Q), feldspars (F), and rock fragments (R or 
L) are plotted as end members at the poles of the classification triangle. There are 
numerous possible ways that such a triangle can be subdivided into classification 
fields, and geologists have explored the full range of these possibilities (see re
views by Klein, 1963; Boggs, 1967b; Okada, 1971; Yanov, 1978). 

One of the simplest and easiest classifications to use is that of Gilbert 
(Williams, Turner, and Gilbert, 1982), shown in Figure 5.5, which is based on an 
earlier classification by Dott (1964). In this classification, sandstones that are ef
fectively free of matrix ( <5 percent) are classified as quartz arenites, feldspath
ic arenites, or lithic arenites depending upon the relative abundance of QFL 
constituents. If matrix can be recognized (at least 5 percent), the terms quartz 
wacke, feldspathic wacke, and lithic wacke are used instead. A principal differ
ence between Gilbert's (1982) and Dott's (1 964) classification is  that Dott sets the 
boundary between arenites and wackes at 15  percent matrix. Sandstone classifica
tions that include more classification "pigeonholes" than Gilbert's, and that have 
been rather widely used by American geologists, include those of McBride (1963) 
and Folk, Andrews, and Lewis ( 1970). These classifications do not include matrix 
as part of the classification scheme. 

The name arkose is often used informally by geologists for any feldspathic 
arenite that is particularly rich ( >�25 percent) in feldspars. Another term in 
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Figure 5.5 
Classification of sandstones on the basis of three mineral components: Q quartz, chert, 
quartzite fragments; F = feldspars; L = unstable, lithic grains (rock fragments). Points 
within the triangles represent relative proportions of Q, F, and L end members. Percentage 
of argil laceous matrix is represented by a vector extending toward the rear of the dia
gram. The term arenite is restricted to sandstones containing less than about 5 percent 
matrix; sandstones containing more matrix are wackes. [After Williams, H. F., F. J. Turner, 
and C. M .  Gilbert, 1 982, Petrography, an introduction to the study of rocks in thin sec
tion, 2nd ed., W. H .  Freeman and Co., San Francisco, F ig .  1 3. 1 ,  p. 327. Modified from 
Dott, R. H., j r., 1 964, Wacke, graywacke, and matrix-what approach to immature sand
stone classification: jour. Sed. Petrology, v. 34, Fig. 3, p. 629, reprinted by permission of 
SEPM, Tulsa, Okla.] 

general use is graywacke. This name is commonly applied to matrix-rich sand
stones of any composition that have undergone deep burial, have a chloritic ma
trix, and are dark gray to dark green, very hard, and dense. This term has been 
much misused, and its continued used is controversial (see Boggs, 1992, p. 
185-186). Some geologists think that the term should be abandoned entirely and 
that we should substitute the word wacke for graywacke. That is probably good 
advice. In any case, the name is best restricted to field use and should not be used 
as a petrographic term. 

Sandstone Maturity 

The term maturity is applied to sandstones in two different ways. Compositional 
maturity refers to the relative abundance of stable and unstable framework grains 
in a sandstone. A sandstone composed mainly of quartz is considered composition
ally mature, whereas a sandstone that contains abundant unstable minerals (e.g., 
feldspars) or unstable rock fragments is compositionally immature. Textural matu
rity is determined by the relative abundance of matrix and the degree of rounding 
and sorting of framework grains, as illustrated in Figure 5.6. Textural maturity can 
range from inunature (much clay, framework grains poorly sorted and poorly 
rounded) to supermature (little or no day, framework grains well sorted and well 
rounded). Textural maturity allegedly reflects the degree of sediment transport and 
reworking; however, it may also be affected by diagenetic processes (i.e., clay min
erals may form in pore spaces during burial diagenesis). 
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Textural maturity classification of Folk. Textural maturity of sands is shown as a function of 
input of kinetic energy. [From Folk, R. L, 1 951 ,  Stages of textural maturity in sedimentary 
rocks: jour. Sed. Petrology, v. 2 1 ,  Fig. 1 ,  p. 1 28, reprinted by permission of SEPM, Tulsa, 
Okla.] 

General Characteristics of Major Classes of Sandstones 

The preceding discussion indicates that sandstones can be divided on the basis of 
framework mineralogy into three major groups: quartz arenites, feldspathic aren
ites, and lithic arenites (these groups include wackes). Some general characteris
tics of each of these major sandstone clans are discussed below. 

Quartz Arenites 

Quartz arenites are composed of more than 90 percent siliceous grains that may 
include quartz, chert, and quartzose rock fragments (Fig. 5.7 A). They are com
monly white or light gray but may be stained red, pink, yellow, or brown by iron 
oxides. They are generally well lithified and well cemented with silica or carbon
ate cement; however, some are porous and friable. Quartz arenites typically occur 
in association with assemblages of rocks deposited in stable cratonic environ
ments such as eolian, beach, and shelf environments. Thus, they tend to be in
terbedded with shallow-water carbonates and, in some cases, with feldspathic 
sandstones. Most quartz arenites are texturally mature to supermature (Fig. 5.6); 
quartz wackes are uncommon. Cross-bedding is particularly characteristic of 
these sandstones, and ripple marks are moderately common. Fossils are rarely 
abundant, possibly owing to poor preservation or to the eolian origin of some 
quartz arenites, but fossils may be present. Also, trace fossils such as burrows of the 
Skolithos facies may be locally abundant in some shallow-marine quartz arenites. 
Quartz arenites are common in the geologic record. Pettijohn (1963) estimates that 
they make up about one-third of all sandstones. 

Quartz arenites can originate as first-cycle deposits derived from primary 
crystalline or metamorphic rocks, but they are more likely to be the product of 

5.2 Sandstones 1 3 1  



1 32 Chapter 5 I Siliciclastic Sedimentary Rocks 

Figure 5.7 
Representative photomicrographs i l l ustrating major classes of sandstones. A .  Quartz aren
ite (>95% quartz), Roubidoux Fm. (Ordovician), Missouri. B.  Feldspathic arenite 
( F  = feldspar; Q = quartz ), Belt Group (Precambrian), Montana. C. Lithic a renite 
(V = volcanic rock fragment; Q = quartz; Ch = chert-some apparent chert grains may 
actual ly be si l icified volcanic rock fragments), Otter Point Fm. (Jurassic), Oregon .  D. Vol
can iclastic sandstone (V = volcanic rock fragment; P = plag ioclase; M = matrix), 
M iocene sandstone, japan Sea. Crossed nicols. 

multiple recycling of quartz grains from sedimentary source rocks. If they are 
first-cycle deposits, they must have formed under weathering, transport, and de
positional conditions so vigorous that most grains chemically less stable than 
quartz were eliminated (e.g., Johnsson, Stallard, and Meade, 1988). Conceivably, 
extensive chemical leaching under hot, humid, low-relief weathering conctitions; 
prolonged transport by wind; intensive reworking in the surf zone; or a combina
tion of these processes might be adequate 'to generate a fiFSt-cycle quartz arenite. 
Most quartz arenites are probably polycydit;:, and their history may have included 
at least one episode of eolian transport, although not necessarily during the last 
depositional cycle. 

Quartz arenites are very common rocks in the geologic record, particularly in 
Mesozoic and Paleozoic stratigraphic successions. Some well-known examples of 
quartz arenites in North America include the Ordovician St. Peter Sandstone in 
the midcontinent United States, the Jurassic Navajo Sandstone of the Colorado 
Plateau, the Ordovician Eureka Quartzite in Nevada and California, parts of the 
Cretaceous Dakota Sandstone in the Colorado Plateau and Great Plains, and many 
Cambro-Ordovician sandstones in the Upper Mississippi Valley. Numerous exam
ples of quartz arenites are also known from other continents. Pettijolm, Potter, and 
Siever (1987, p. 179-184) list additional examples of quartz arenites from North 
America, Europe, and other parts of the world. 



Feldspathic Arenites 

Feldspathic arenites (Fig. 5.7B) contain less than 90 percent quartz, more feldspar 
than unstable rock fragments, and minor amounts of other minerals such as micas 
and heavy minerals. Some feldspathic arenites are colored pink or red because of 
the presence of potassium feldspars or iron oxides; others are light gray to white. 
They are typically medium to coarse grained and may contain high percentages of 
subangular to angular grains. Matrix content may range from trace amounts to 
more than 15 percent, and sorting of framework grains can range from moderate
ly well sorted to poorly sorted. Thus, feldspathic sandstones are commonly textu
rally immature or submature, Le., wackes. 

Feldspathic arenites are not characterized by any particular kinds of sedi
mentary structures. Bedding may range from essentially structureless to parallel 
laminated or cross laminated. Fossils may be present, especially in marine beds. 
Feldspathic arenites typically occur in cratonic or stable shelf settings, where they 
may be associated with conglomerates, shallow-water quartz arenites or lithic 
arenites, carbonate rocks, or evaporites. Less typically, they occur in sedimentary 
successions that were deposited in unstable basins or other deeper water, mobile
belt settings. Feldspathic arenites of the latter types, which are commonly matrix 
rich and well indurated owing to deep burial, are often called feldspathic 
graywackes. The abundance of feldspathic arenites in the geologic record is not 
well established. Pettijohn (1963) estimates that arkoses make up about 15 percent 
of all sandstones. If feldspathic graywackes are included, feldspathic arenites are 
probably more abundant than 15  percent. 

Some arkoses originate essentially in situ when granite and related rocks dis
integrate to produce a granular sediment called grus. These residual arkosic mate
rials may be shifted a short distance downslope and deposited as fans or aprons of 
waste material, commonly referred to as clastic wedges. These fans may extend 
into basins and become intercalated or interbedded with better stratified and bet
ter sorted sediments. Other feldspathic arenites undergo considerable transport 
and reworking by rivers or the sea before they are deposited. These reworked 
sandstones commonly contain less feldspar than do residual arkoses, and they are 
better sorted and grains are better rounded. 

Most feldspathic sandstones are derived from granitic-type primary crys
talline rocks, such as coarse granite or metasomatic rocks containing abundant 
potassium feldspar. Feldspathic arenites containing feldspars that are dominantly 
plagioclase, derived from igneous rocks such as quartz diorites or from volcanic 
rocks, are also known. The preservation of large quantities of feldspars during 
weathering appears to require that feldspathic arenites originate either (1) in very 
cold or very arid climates, where chemical weathering processes are inhibited, or (2) 
in warmer, more humid climates where marked relief of local uplifts allows rapid 
erosion of feldspars before they can be decomposed. Although some feldspars may 
survive recycling from a sedimentary source, it appears unlikely that sedimentary 
source rocks can furnish enough feldspar to produce a feldspathic arenite or arkose. 

Feldspathic arenites occur in sedimentary successions of all ages, although 
they appear to be particularly abundant in Mesozoic and Paleozoic strata. Some 
common examples include the Old Red Sandstone (Carboniferous) in Scotland, 
the Triassic Newark Group in the New Jersey area, the Pennsylvanian Fountain 
and Lyons formations of the Colorado Front Range, and the Paleocene Swauk For
mation of Washington. The Swauk Formation is particularly interesting because it 
is a plagioclase arkose. 

Lithic Arenites 

Lithic arenites are an extremely diverse group of rocks that are characterized by gen
erally high content of unstable rock fragments such as volcanic and metamorphic 
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clasts; however, lithic arenites may contain some stable clasts such as chert (e.g., 
Fig. 5.7C). They contain less than 90 percent quartzose grains and contain more 
unstable rock fragments than feldspars. Colors may range from light gray, salt
and-pepper to uniform medium to dark gray. Many lithic arenites are poorly sorted; 
however, sorting ranges from well sorted to very poorly sorted. Quartz and many 
other framework grains are generally poorly rounded. Lithic arenites tend to con
tain substantial amounts of matrix, much of which may be of secondary origin. 
Thus, most lithic sandstones are texturally immature to submature (lithic wackes ). 
Lithic arenites may range from irregularly bedded, laterally restricted, cross-strat
ified fluvial units to evenly bedded, laterally extensive, graded, marine turbidite 
units. They may occur in association with fluvial conglomerates and other fluvial 
deposits or in association with deeper water marine conglomerates, pelagic 
shales, cherts, and submarine basalts. Lithic arenites include sandstones that 
many geologists continue to refer to as graywackes. Graywackes differ from "nor
mal" lithic arenites in that they are dark gray to dark green, are well indurated or 
lithified, and commonly have a matrix consisting of secondary chlorite. The term 
graywacke is used so loosely, however, that it might be best to simply drop it, as 
mentioned. Pettijohn (1963) estimates that lithic arenites and graywackes together 
make up nearly one-half of all sandstones. 

Lithic arenites are typically compositionally immature sandstones that origi
nate under conditions favoring the production and deposition of large volumes of 
relatively unstable materials. The mechanically weak character of many of the 
lithic fragments in these sandstones suggests that they are probably derived from 
rugged, high-relief source areas. Lithic arenites may be deposited in nonmarine 
settings in proximal alluvial fans or other fluvial environments. Alternatively, they 
may be deposited in marine foreland basins (Chapter 16) adjacent to fold-thrust 
belts, or they may be transported by large rivers off the continent into deltaic or 
shallow shelf environments. Lithic sediments deposited in coastal areas may be 
retransported into deeper water by turbidity currents or by other sediment gravity
flow mechanisms. These deeper-water sediments are particularly likely to undergo 
deep burial and incipient metamorphism, leading to development of characteris
tics generally ascribed to graywackes. 

Common examples of lithic sandstones include the Paleozoic sandstone suc
cessions of the central Appalachians in the eastern United States (e.g., Ordovician 
Juniata Formation, Mississippian Pocono Formation, Pennsylvanian Pottsville 
Formation); many sandstones associated with the Coal Measures throughout the 
world; many Jurassic and Cretaceous sandstones of the U.S. and Canadian Rocky 
Mountains and the U.S. West Coast (e.g., Cretaceous Belly River Sandstone of 
Canada, Jurassic Franciscan Formation of California); and Tertiary sandstones of 
the Gulf Coast, the West Coast, and the Alps. 

Volcaniclastic sandstones are a special kind of lithic arenite composed pri
marily of volcanic detritus (Fig. 5.7D). Volcaniclastic sandstones may be made up 
largely of pyroclastic materials that have been transported and reworked, or they 
may contain volcanic detritus derived by weathering of older volcanic rocks. They 
are especially characterized by the presence of euhedral feldspars, pumice frag
ments, glass shards, and volcanic rock fragments, and they generally have a very 
low quartz content (e.g., Boggs, 1992, p. 197-209). 

Other Sandstones 

The sandstones discussed above are composed of constituents derived primarily 
by weathering of preexisting rocks or by explosive volcanism. A few less abun
dant types of "sandstones" are known whose constituents formed largely within the 
depositional basin by chemical or biochemical processes. These rocks, called hybrid 
sandstones by some authors, include such uncommon varieties of sandstones as 
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greensands (glauconitic sands), phosphatic sandstones, and calcarenaceous 
sandstones (composed of sand-size carbonate grains). These rocks are not true sand-
stones (siliciclastic rocks) but rather are chemical/biochemical sedimentary rocks 
(Chapters 6 and 7). 

5.3 CONGLOMERATES 

The term 'Conglomerates is used in this book as a general class name for sedimen
tary rocks that contain a substantial fraction (at least 30 percent) of gravel-size 
(>2 mm) particles (Fig. 5.8A). Breccias (Fig. 5.88), which are composed of very 
angular, gravel-size fragments, are not distinguished from conglomerates in the 
succeeding discussion. Conglomerates are common in stratigraphic successions of 
all ages but probably make up less than l percent by weight of the total sedimen
tary rock mass (Garrels and McKenzie, 1971, p. 40). They are closely related to 
sandstones in terms of origin and depositional mechanisms, and they contain 
some of the·same kinds of sedimentary structures (e.g., tabular and trough cross
bedding, g�'aded bedding). 

Particle Composition 

Conglomerates. may contain gravel-size pieces of individual minerals such as 
quartz; however, most of the gravel-size framework grains are rock fragments 
(clasts). Individual sand- or mud-size mineral grains are commonly present as a 

Figure 5.8 
A .  Clast-supported conglomerate underlying laminated 
sands. Terrace deposits (Holocene) of the Umpqua River, 
southwest Oregon. B. Large breccia clasts (dark) cement
ed with calcite. Nevada Limestone (Devonian), Treasure 
Peak, Nevada. Photograph courtesy of Walter 
Youngquist. 
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matrix. Any kind of igneous, metamorphic, or sedimentary rock may be present in 
a conglomerate, depending upon source rocks and depositional conditions. Some 
conglomerates are composed of only the most stable and durable kinds of clasts 
(quartzite, chert, vein-quartz). Stable conglomerates composed mainly of a single 
clast type are referred to by Pettijohn (1975) as oligomict conglomerates. Most 
oligomict conglomerates were probably derived from mixed parent-rock sources 
that included less stable rock types. Continued recycling of mixed ultrastable and 
unstable clasts through several generations of conglomerates ultimately led to se
lective destruction of the less stable clasts and concentration of stable clasts. Con
glomerates that contain an assortment of many kinds of clasts are polymict 
conglomerates. Polymict conglomerates that are made up of a mixture of largely 
unstable or metastable clasts such as basalt, limestone, shale, and metamorphic 
phyllite are commonly called petromict conglomerates (Pettijohn, 1975). Almost 
any combination of these clast types is possible in a petromict conglomerate. The 
matrix of conglomerates commonly consists of various kinds of clay minerals and 
fine micas and/ or silt- or sand-size quartz, feldspars, rock fragments, and heavy 
minerals. The matrix may be cemented with quartz, calcite, hematite, clay, or other 
cements. 

Classification 

Conglomerates can originate by several processes, as shown in Table 5.3. We are 
interested most in epiclastic conglomerates, which form by breakdown of older 
rocks through the processes of weathering and erosion. Epiclastic conglomerates 
that are so rich in gravel-size framework grains that the gravel-size grains touch 

lhble 5.3 fundamental genefk types of conglo��tes tl:rid� b:fecdas�
� � 

Major types 

Epiclastic conglomerate 
and breccia 

Volcanic breccia 

Cataclastic breccia 

Solution breccia 

Meteorite impact breccia 

Subtypes 

Extraformational 
conglomerate 
and breccia 

Intraformational 
conglomerate 
and breccia 

Pyroclastic breccia 

Auto breccia 

Hyaloclastic breccia 

Landslide and slump 
breccia 

Tectonic breccia: fault, 
fold, crush breccia 

Collapse breccia 

Origin of clasts 

Breakdown of older rocks of any kind through the processes of 
weathering and erosion; deposition by fluid flows (water, ice) 
and sediment gravity flows 

Penecontemporaneous fragmentation of weakly consolidated 
sedimentary beds; deposition by fluid flows and sediment 
gravity flows 

Explosive volcanic eruptions, either magmatic or phreatic 
(steam) eruptions; deposited by air-falls or pyroclastic flows 

Breakup of viscous, partially congealed lava owing to continued 
movement of the lava 

Shattering of hot, coherent magma into glassy fragments owing 
to contact with water, snow, or water-saturated sediment 
(quench fragmentation) 

Breakup of rock owing to tensile stresses and impact during 
sliding and slumping of rock masses 

Breakage of brittle rock as a result of crustal movements 

Breakage of brittle rock owing to collapse into an opening 
created by solution or other processes 

Insoluble fragments that remain after solution of more soluble 
material; e.g., chert clasts concentrated by solution of 
limestone 

Shattering of rock owing to meteorite impact 

Source: Modified from Pettijohn, F. J., 1975, Sedimentary rocks, 3rd ed., Harper & Row, New York, p. 165. 



5.3 Conglomerates 1 37 
and form a supporting framework are called clast-supported conglomerates. 
Clast-poor conglomerates that consist of sparse gravels supported in a mud/ sand 
matrix are called matrix-supported conglomerates. Boggs (1992, p. 212) suggests 
that clast-supported conglomerates be referred to simply as conglomerates and 
that matrix-supported conglomerates be called diamictites. Although the term di-
amictite is often used for poorly sorted glacial deposits, it is actually a nongenetic 
term that can be applied to nonsorted or poorly sorted siliclastic sedimentary 
rocks that contain larger particles of any size in a muddy matrix. 

Conglomerates and diamictites can be further divided on the basis of clast sta
bility into quartzose (oligomict) conglomerate/diamictite and petromict conglom
erate/diamictite on the basis of relative abundance of these clast types (Table 5.4). 
Further classification on the basis of clast type (igneous, metamorphic, sedimenta
ry) can be made if desired (Fig. 5.9); however, such classification may not be nec
essary in many cases. 

Origin and Occurrence of Conglomerates 

Quartzose (oligomict) conglomerates are derived from metasedimentary rocks 
containing quartzite beds, igneous rocks containing quartz-filled veins, and sedi
mentary successions, particularly limestones, containing chert beds. As men
tioned, less stable rock types must have been destroyed by weathering, erosion, 
and sediment transport, perhaps through several cycles of transport, to produce a 
residuum of stable clasts. Because quartzose clasts represent only a small fraction 
of a much larger original body of rock, the total volume of quartzose conglomer
ates is small. They tend to occur as thin, pebbly layers or lenses of pebbles in dom
inantly sandstone units. They may be either clast-supported or matrix-supported. 
Although their overall volume is small, quartzose conglomerates are common in 
the geologic record ranging from the Precambrian to the Tertiary. Most quartzose 
conglomerates appear to be of fluvial origin (Chapter 8) and are probably deposit
ed mainly in braided streams. Marine, wave-worked quartzose conglomerates 
that were deposited in the littoral (beach) environment are also known. 

Most petromict conglomerates are polymict conglomerates that consist of a 
variety of metastable clasts. They can be derived from many kinds of plutonic 
neous, volcanic, metamorphic, and sedimentary rocks, although the clasts in a 
particular conglomerate may be dominantly one or another of these rock types. 
Thus, a particular conglomerate may be a limestone conglomerate, a basalt con
glomerate, a schist conglomerate, and so on. Conglomerates composed dominantly 
of plutonic igneous clasts appear to be uncommon, probably because plutonic 
rocks such as granites tend to disintegrate into sand-size fragments rather than 
form larger blocks. The volume of ancient petromict conglomerates is far greater 
than that of quartzose conglomerates. They form the truly great conglomerate 
bodies of the geologic record and may reach thicknesses of thousands of meters. 
Preservation of such great thickness of conglomerate implies rapid erosion of 
sharply elevated highlands or areas of active volcanism. Petromict conglomerates 
may be transported by fluid-flow and sediment gravity-flow mechanisms; they 

Percentage of 

ultrastable clasts 

>90 

<90 

Type of fabric support 

Clast-supported 

Quartzose conglomerate 

Petromict conglomerate 

Matrix-supported 

Quartzose diamictite 

Petromict diamictite 
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CONGLOMERATE, 
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S = SEDIMENTARY CLASTS 

LIMESTONE, DOLOMITE 
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SANDSTONE, SHALE ETC. 
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Classification of conglomerate on the basis of clast lithology and fabric support. [From Boggs, 1 992, Petrology of sedimentary rocks, 
Fig. 6 .3, p. 220: Macmillan Publishing Co., New York, reproduced by permission of Prentice 
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are deposited in environments ranging from fluvial through shallow marine to 
deep marine. Deep-marine conglomerates are so-called resedimented conglomer-
ates that were retransported from nearshore areas by turbidity currents or other 
sediment gravity-flow processes. The bulk of the truly thick conglomerate bodies 
(>20 m) were probably deposited in nonmarine (alluvial fan/braided river) set-
tings or deep-sea fan settings. 

Intraformational conglomerates are composed of clasts of sediments be
lieved to have formed within depositional basins, in contrast to the clasts of ex
traformational conglomerates that are derived from outside the depositional 
basin. Intraformational conglomerates originate by penecontemporaneous defor
mation of semiconsolidated sediment and redeposition of the fragments fairly 
dose to the site of deformation. Penecontemporaneous breakup of sediment to 
form clasts may take place subaerially, such as by drying out of mud on a tidal flat, 
or under water. Subaqueous rip-ups of semiconsolidated muds by tidal currents, 
storm waves, or sediment-gravity flows are possible causes. In any case, sedimen
tation is interrupted only a short time during this process. The most common 
types of fragments found in intraformational conglomerates are siliciclastic mud 
clasts and lime clasts. The clasts are commonly angular or only slightly rounded, 
suggesting little transport. In some beds, flattened clasts are stacked virtually on 
edge, apparently owing to unusually strong wave or current agitation, to form 
what is called edgewise conglomerates (Pettijohn, 1975, p. 184). 

Intraformational conglomerates commonly form thin beds, a few centime
ters to a meter in thickness, that may be laterally extensive. Although much less 
abundant than extraformational conglomerates, they nonetheless occur in rocks of 
many ages. So-called flat-pebble conglomerates composed of carbonate or limy 
siltstone clasts are particularly common in Cambrian-age rocks in various parts of 
North America. They also occur in many other early Paleozoic limestones of the 
Appalachian region. Intraformational conglomerates composed of shale rip-up 
clasts embedded in the basal part of sandstone units are very common in sedi
mentary successions deposited by sediment gravity-flow processes. 

5.4 SHALES (MU DROCKS) 

Shales are fine-grained, siliciclastic sedimentary rocks, that is, rocks that contain 
more than 50 percent siliciclastic grain less than 0.062 (1 /256) mm. Thus, they are 
made up dominantly of silt-size ( 1 / 16-1 /256 mm) and clay-size ( < 1 /256 mm) 
particles. Shale is an historically accepted class name for this group of rocks 
(Tourtelot, 1960), equivalent to the class name sandstone, a usage accepted by Pot
ter, Maynard, and Pryor ( 1980, p. 12-15). These authors use the term shale as the 
class name for all fine-grained siliciclastic sedimentary rocks, but they divide 
shales into several kinds, such as mudstones and mudshales, depending upon the 
percentage of day-size constituents and the presence or absence of lamination 
(discussed subsequently under classification). 

On the other hand, some authors prefer to use the class name mudrock, 
rather than shale, for all fine-grained rocks (e.g., Blatt, Middleton, and Murray, 
1980, p. 382). They divide mudrocks into shales (if laminated) or mudstones (if 
nonlaminated) .  Thus, they restrict the usage of shale to fine-grained rocks, such as 
those i n  Figure 5.10A, that display lamination or fissility (the ability to split easi
ly into thin layers). Fine-grained, nonlaminated rocks such as those shown in 
Figure 5.108 are, according to this usage, mudstones. In this book, l follow the 
usage of Potter, Maynard, and Pryor and apply the general class name shale to all 
fine-grained siliciclastic sedimentary rocks. Clearly, however, the usage of shale or 
mudrock as a class name for fine-grained siliciclastic rocks is a matter of personal 
preference. 
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Figure 5.10 
A. Laminated (red) shale (pre-Mississippi
an), Arctic Nationa l  Wildl ife Refuge, Alas
ka. Note binoculars for scale. B. 
Lacustrine mudstones (non laminated), 
Furnace Creek Formation 
(M iocene/Pl iocene), Death Val ley, Califor
nia.  Photograph by james Stoval l .  

Shales are abundant in sedimentary successions, making up roughly 50 per
cent of all the sedimentary rocks in the geologic record. Historically, shales have 
been an understudied group of rocks, mainly because their fine grain size makes 
them difficult to study with an ordinary petrographic microscope. This perspec
tive is changing, however, as instruments are developed such as the scanning elec
tron microscope and electron probe microanalyzer that allow study of fine-size 
grains at high magnification (e.g., Fig. 5.11). 

Composition 

Mineralogy 

Shales are composed primarily of clay minerals and fine-size quartz and feldspars 
(Table 5.5). They also contain various amounts of other minerals, including car
bonate minerals (calcite, dolomite, siderite), sulfides (pyrite, marcasite), iron ox
ides (goethite), and heavy minerals, as well as a small amount of organic carbon. 
Figure 5.11 is a high-magnification photograph, taken by use of backscattered 
scanning electron microscopy, which allows both the mineralogy and texture of 
this laminated shale to be examined. [See Krinsley et al., 1998, for discussion of the 
use of backscattered electron microscopy in the study of sedimentary rocks.] The 
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Figure 5.1 1 
Backscattered scanning electron mi
croscope (BSE) photograph of a lami
nated shale. The elongated, platy, or 
flaky minerals are clay minerals (ill ite) 
and fine micas. Other coarser miner
als are quartz (Q), feldspar (F), calcite 
(C), mica (M), and pyrite (very bright 
mineral). Note that orientation of 
clay minerals and fine micas creates 
the lamination. Whitby Mudstone 
(Jurassic), Yorkshire, England. Scale 
bar = 50 pm. Photograph courtesy 
of David Krinsley. 

data in Table 5.5 show mineral composition as a ftmction of age. No discernible 
trend of mineralogy vs. age is evident from this table, except possibly a slight 
trend of decreasing feldspar with increasing age. Many factors affect the composi
tion of shales, including tectonic setting and provenance (source), depositional en
vironments, grain size, and burial diagenesis. Some minerals, such as carbonate 
minerals and sulfides, form in the shales during burial as cements or replacement 
minerals. Quartz, feldspars, and clay minerals are mainly detrital (terrigenous) 

'Dible 5.5 Average percent mineral composition of shales of different ages 
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Figure 5.12 

minerals, although some fraction of these minerals may also form during burial 
diagenesis. In particular, clay minerals appear to be strongly affected by diagenet
ic processes. As shown in Table 5.1, the principal clay mineral groups are kaolinite, 
illite, smectite, and chlorite. The relative proportions of these day-mineral groups 
have been reported to change systematicaUy with age (Fig. 5.12). With time, par
ticularly in rocks older than the Mesozoic, the proporti011 of illite ancl chlorite in
creases at the expense of kaolinite and smectite. These trel!lds are attributed to the 
diagenetic alteration of kaolinite and smeoti,te to form illite and chlorite. 

Chemical Composition 

The chemical composition of shales is a direct h.mction of their mineral composi
tion. Compositions of some average North American and Russian shales are 
shown in Table 5.6. Si02 is the most abundant chemical oonsti.tuent in these shales 
(57--68 percent), followed by Al203 (16-19 percent). The Si02 content of shales is 
affected by all silicate minerals present but particularly by quartz. Thus, shales 
tend to contain less Si02 than do sandstones, which commonly are enriched in 
quartz. Al203 is derived mainly from clay minerals and feldspars. It is more abun
dant in shales than in sandstones because of the greater clay mineral content of 

Cenozoic 

Mesozoic 

Paleozoic 

� smectite 

c=J illite 

20 40 

� kaolinite 

c=J chlorite 

60 80 

Systematic changes in relative abundance of 
major clay minerals as a function of geologic 
age. [After Singer, A., and G. Muller, 1 983, 
Diagenesis in argil laceous sediments, in Lar
son, G., and Chil ingarian, G .  V. (eds.), Dia
genesis in  sediments and sedimentary rocks, 
v. 2, Fig. 3.28, p. 1 76, reproduced by per
mission of Elsevier Science Publ ishers, New 
York.] 

Proterozoic 
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1 2 3 4 5 6 7 8 9 1 0  

Si02 60.65 64.80 59.75 56.78 67.78 64.09 66.90 63.04 62.13 65.47 

Al203 17.53 16.90 17.79 16.89 1 6.59 16.65 1 6.67 18.63 18.11 16.11 

Fe203 7.11 

FeO 5.66 5.59 6.56 4.11 6.03 5.87 7.66 7.33 5.85 

MgO 2.04 2.86 4.02 4.56 3.38 2.54 2.59 2.60 3.57 2.50 

CaO 0.52 3.63 6.10 8.91 3.91 5.65 0.53 1 .31 2.22 4.10 

NazO 1 .47 1 .1 4  0.72 0.77 0.98 1 .27 1 .50 1.02 2.68 2.80 

KP 3.28 3.97 4.82 4.38 2.44 2.73 4.97 4.57 2.92 2.37 

Ti02 0.97 0.70 0.98 0.92 0.70 0.82 0.78 0.94 0.78 0.49 

P20s 0.13 0.13 0.12 0.13 0.1 0 0.12 0.14 0.10 0.17 

MnO 0.10 0.06 0.08 0.07 0.06 0.12 1 .10 0.07 

Source: 
(1) Moore, 1978 (Pennsyh-anmn shale, lHinois Basin) 
(2) Gromet et aL, 1'184 (North American shale composite) 
{3) Ronov and J>..1igdisov, 1971 (average N'orth American Paleozoic shale) 
(4) Ronov and Migdisov, 1971 (average Russian Paleozoic shale) 
(5) Ronov and Migdisov, 1971 (average North American Mesozoic shale) 
(6} Ronov and :\-1igdisov, 1971 (aYerage Russian Mesozoic shale} 
(71 Cameron and Garrels, 1 980 (averag(• Canadian Proterozoic shale) 
{8) Ronov and Mtgdisov. 1971 (average Russian Proterozoic shale) 
('!) Cameron and Garrels, 1980 (average Canadian Archean shale) 

{10) Ronov and Migdisov, 1971 (average Ar<:hean shale} 
(11) Clarke, 1924 (average shale) 
(l2i Shaw, 1956 (compilation of 155 analyses of shale) 
(13) Average of ,values in columns 1 through 12 

shales. Fe in shales is supplied by iron oxide minerals (hematite, goethite), biotite, 
and a few other minerals such as siderite, ankerite, and smectite day minerals. 
K20 and MgO abundance is related mainly to day mineral abundance, although 
some Mg may be supplied by dolomite and K is present in some feldspars. Na 
abundance is related to the presence of clay minerals (e.g., smectites) and sodium 
plagioclase. Ca is supplied by calcium-rich plagioclase and carbonate minerals 
(calcite, dolomite). 

Classification 

Because special analytical techniques are required to determine the mineral com
position of shales, and because such techniques are time consuming and expen
sive, many geologists do not routinely determine the mineral composition of 
shales (mudrocks). Therefore, most classifications that have been proposed for 
shales have not been based on mineral composition, or at least not entirely on 
mineral composition. These classifications, none of which has been widely accept
ed, commonly emphasize the relative amounts of silt and day, the hardness or de
gree of induration of the rocks, and the presence or absence of fissile lamination. 
(Fissility is defined as the property of a rock to split easily along thin, closely 
spaced, approximately parallel layers.) Exceptions to this general practice of clas
sification are the classifications of Picard (1971), which emphasizes mineral com
position of the silt-size grains in mudrocks (shales), and the classification of 
Lewan ( 1978), which requires semiquantitative X-ray diffraction analysis to deter
mine mineralogy. 
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The classification of Potter, Maynard, and Pryor (1980), shown in Table 5.7, is 
based on grain size, lamination, and degree of induration. It is similar to the field 
classification of shales proposed by Lundegard and Samuels (1980). This classifi
cation emphasizes the importance of day-size constituents and bedding thickness, 
that is, whether bedded or laminated. Depending upon these variables, shales can 
be divided into mudstone (33-65% day-size constituents and bedded) or 
mudshale (33-65% clay-size constituents and laminated), and claystone (66-100% 
clay-size constituents and bedded) or clayshale (66-100% day-size constituents 
and laminated). Fine-grained siliciclastic rocks that contain less than 33 percent 
day-size constituents are siltstones. 

Additional informal terms can be used with this classification to provide fur
ther information about the properties of the shales. These may include terms that 
express color, type of cementation (calcareous, or limy; ferruginous, or iron-rich; 
siliceous); degree of induration (hard, soft); mineralogy if known (e.g., quartzose, 
feldspathic, micaceous); fossil content (e.g., fossiliferous, foram-rich); organic mat
ter content (e.g., carbonaceous, kerogen-rich, coaly); type of fracturing (con
choidal, hackly, blocky); or nature of bedding (e.g., wavy, lenticular, parallel). 

Origin and Occurrence of Shales (Mudrocks) 

Shales form under any environmental conditions in which fine sediment is abun
dant and water energy is sufficiently low to allow settling of suspended fine silt 

Percentage day-size 
constituents 

Field adjective 

Beds 
>lO mm 

Laminae 
<lO mm 

Beds 
>lO mm 

Laminae 
<lO mm 

Low 
e 

._ .� 

j 
O ..t:;  

� �  
g�  

<II 
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High 

0-32 

Gritty 

Bedded 
silt 

Laminated 
silt 

Bedded 
siltstone 

Laminated 
siltstone 

Quartz 
Argillite 

Quartz 
Slate 

33-65 66-100 

Loamy Fat or slick 

Bedded Bedded 
mud claymud 

Laminated Laminated 
mud claymud 

Mudstone Claystone 

Mudshale Clays hale 

Argillite 

Slate 

Phyllite and/ or Mica Schist 

Sourceo Potter. P E.,). B. Maynard, and W. A.. Pryor, 1980, Sedimentology of shaleso Springer-Verlag, New York, Table 1 .2, p. 14. 
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and clay. Shales are particularly characteristic of marine environments adjacent to 
major continents where the seafloor lies below the storm wave base, but they can 
form also in lakes and quiet-water parts of rivers, and in lagoonal, tidal-flat, and 
deltaic environments. The fine-grained siliciclastic products of weathering greatly 
exceed coarser particles; thus, fine sediment is abundant in many sedimentary 
systems. Because fine sediment is so abundant and can be deposited in a variety of 
quiet-water environments, shales are by far the most abundant type of sedimenta-
ry rock. They make up roughly 50 percent of the total sedimentary rock record. 
They commonly occur interbedded with sandstones or limestones in units rang-
ing in thickness from a few millimeters to several meters or tens of meters. Nearly 
pure shale units hundreds of meters thick also occur. Shale units in marine succes-
sions tend to be laterally extensive. 

A few shales that are particularly well known owing to their thickness, wide
spread areal extent, stratigraphic position, or fossil content include the Cambrian 
Burgess Shale of western Canada, which is famous for its well-preserved imprints 
of soft-bodied animals, the Eocene Green River (oil) Shale of Colorado; the Creta
ceous Mancos Shale of western North America, which forms a thick, eashvard
thirming wedge stretching from New Mexico to Saskatchewan and Alberta; the 
Devonian-Mississippian Chattanooga Shale and equivalent formations that cover 
much of North America and whose widespread extent is still poorly explained; 
the Silurian Gothlandian shales of western Europe, northern Africa, and the Per
sian Gulf region, which contain a pelecypod and graptolite faunal association, and 
the Precambrian Figtree Formation of South Africa, well known for its early fos
sils. The origin and occurrence of shales are discussed in detail by Potter, May
nard, and Pryor (1980) and Schieber, Zimmerle, and Sethi {1998). 

5.5 DIAGENESIS OF S I LICICLASTIC SEDIMENTARY ROCKS 

Siliciclastic sedimentary rocks form initially as unconsolidated deposits of grav
els, sand, or mud. The mineral and chemical compositions of these deposits are 
functions of a complex system of conditions and processes, including source-rock 
lithology, sediment transport, and environmental conditions {e.g., Johnsson, 
1993). Newly deposited sediments are characterized by loosely packed, unce
mented fabrics; high porosities; and high interstitial water content. As sedimenta
tion continues in subsiding basins, older sediments are progressively buried by 
younger sediments to depths that may reach tens of kilometers. Sediment burial is 
accompanied by physical and chemical changes that take place in the sediments in 
response to increase in pressure from the weight of overlying sediment, down
ward increase in temperature, and changes in pore-water composition. These 
changes act in concert to bring about compaction and l ithification of sediment, ul
timately converting it into consolidated sedimentary rock. Thus, unconsolidated 
gravel is eventually lithified to conglomerate, sand is lithified to sandstone, and 
siliciclastic mud is hardened into shale (mudrock). 

The process of lithification is accompanied by physical, mineralogical, and 
chemical changes. Loose grain packing gives way with burial to more tightly 
packed fabrics having greatly reduced porosity. Porosity may be further reduced 
by precipitation of cements into pore spaces. Minerals that were chemically stable 
at low surface temperatures and in the presence of environmental pore waters be
come altered at higher burial temperatures and changed pore-water composi
tions. Minerals may be completely dissolved or may be partially or completely 
replaced by other minerals. 

Thus, porosity, minera logy, and chemical composition may all be changed to 
various degrees during burial diagenesis. Diagenesis, the final stage in the process 
of forming conglomerates, sandstones, and shales, is a process that begins with 
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weathering of source rocks and continues through sediment transport, deposition, 
and burial. To properly interpret the provenance, transport, and depositional histo
ry of sedimentary rocks, we must recognize and distinguish among features of sed
iment that were present at the time of deposition and those features of sedimentary 
rocks that resulted from burial alteration. Diagenesis also has economic signifi
cance because it can adversely affect the ability of siliciclastic rocks to store and 
transmit fluids, a subject of considerable interest to petroleum and groundwater 
geologists (e.g., Stonecipher, 2000). A short description of diagenetic processes and 
the physical and chemical effects of these processes is included here. 

Stages and Realms of Diagenesis 

Diagenesis takes place at temperatures and pressures higher than those of the 
weathering environment but below those that produce metamorphism. There is 
no clear boundary between the realms of diagenesis and metamorphism; howev
er, we commonly consider diagenesis to occur at temperatures below about 250°C 
(Fig. 5.13). Diagenesis can begin almost immediately after deposition, while sedi
ment is still on the ocean or other basin floor, and may continue through deep burial 
and eventual uplift Burial subjects sediments to conditions of pressure and temper
ature markedly different from those that exist in the depositional environment. In
creases in geostatic (rock) pressure, hydrostatic (fluid) pressure, and temperature as 
a function of depth are shown in Figure 5.13. Pore-fluid composition changes also. 
There is both a general increase in salinity of pore waters with increasing burial 
depth and a change in pore-water chemistry (e.g., Heydari, 1997). Changes in pore
water chemistry are difficult to generalize, and they differ from basin to basin, but 
they include variations in abundance of such important mineral-forming ions as 
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Figure 5.1 3 
Pressure-temperature diagram relating diagenesis to metamorphic regimes and typical 
pressure-temperature, geostatic, a nd hydrostatic gradients in Earth's crust. The 1 0°C/km 
geothermal gradient is typical of stable c ratons; the 30°C/km gradient is typical of rifted 
sedimentary basins. [Modified from Worden, R. H., and S. D. B urley, Sandstone d iagene
sis: The evolution of sand to stone, in Burley, S. D.,  and R. H. Worden, 2003, Sandstone 
diagenesis: Recent and ancient: Blackwell Pub., Malden, Mass. Fig. 1 ,  p. 3. Reproduced 
by permission.] 
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Si4+, Al3+, Ca2+, K+, Mg2+, Na +,  and HC03- (bicarbonate). Many of these ions in-
crease in abundance with increasing burial depth, concomitant with increase in 
salinity. For a recent look at fluids in depositional basins and their role in diagene-
sis, see Kyser (2000). 

Various authors have suggested that sediments go through three to six 
stages of diagenesis. Perhaps the most widely accepted stages of diagenesis are 
those proposed by Choquette and Pray (1970). Eodiagenesis refers to the earliest 
stage of diagenesis, which takes place at very shallow depths (a few meters to tens 
of meters) largely under the conditions of the depositional environment. 
Mesodiagenesis is diagenesis that takes place during deeper burial, under condi
tions of increasing temperature and pressure and changed pore-water composi
tions. Telodiagenesis refers to late-stage diagenesis that accompanies or follows 
uplift of previously buried sediments into the regime of meteoric waters. Sedi
mentary rocks that are still deeply buried in depositional basins have not, of 
course, undergone telodiagenesis. Some authors now refer to these stages sim
ply as eogenesis, mesogenesis, and telogenesis (e.g., Worden and Burley, 2003; 
Fig. 5.14). The most important diagenetic processes that take place in each of these 
diagenetic regimes, and the effects of these processes, are summarized in Table 5.8. 
These processes and effects are discussed in greater detail below. 

Major Diagenetic Processes and Effects 

Shallow Burial (Eogenesis) 

The principal diagenetic changes that take place in the eodiagenetic regime in
dude reworking of sediments by organisms (bioturbation), minor compaction and 
grain repacking, and mineralogical changes. Organisms rework sediment at or 
near the depositional interface through various crawling, burrowing, and sediment
ingesting activities. Bioturbation can destroy primary sedimentary structures such 
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Figure 5.14 
Flow chart illustrating the links between 
the regimes of diagenesis. Structural inver
sion refers to uplift. [From Worden, R. H.,  
and S. D. Burley, Sandstone diagenesis: 
The evolution of sand to stone, in Burley, 
S. D., and R. H. Worden, 2003, Sandstone 
diagenesis: Recent and ancient: Blackwell 
Pub., Malden, Mass. Fig. 4, p. 7. Repro
duced by permission.] 
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Diagenetic 
stage 

Eogenesis 

-ro 
· ,::: 
::> 

o:l 

Mesogenesis 

� 
0.. Telogenesis 
� 

Diagenetic process Result 

Organic reworking Destruction of primary sedimentary structures; formation of 
(bioturbation) mottled bedding and other traces 

Cementation and Formation of pyrite (reducing environments) or iron oxides 
replacement (oxidizing environments); precipitation of quartz and feldspar 

overgrowths, carbonate cements, kaolinite, or chlorite 

Physical compaction Tighter grain packing; porosity reduction and bed thinning 

Chemical compaction Partial dissolution of silicate grains; porosity reduction and bed 
(pressure solution) thinning 

Cementation Precipitation of carbonate (calcite) and silica (quartz) cements 
with accompanying porosity reduction 

Dissolution by pore Solution removal of carbonate cements and silicate framework 
fluids grains; creation of new (secondary) porosity by preferential 

destruction of less stable minerals 

Mineral replacement Partial to complete replacement of some silicate grains and 
clay matrix by new minerals (e.g., replacement of feldspars by 
calcite) 

Clay mineral Alteration of one kind of day mineral to another (e.g., smectite 
authigenesis to illite or chlorite, kaolinite to illite) 

Dissolution, replacement, Solution of carbonate cements, alteration of feldspars to clay 
oxidation minerals, oxidation of iron carbonate minerals to iron oxides, 

oxidation of pyrite to gypsum, solution of less stable minerals 
(e.g., pyroxenes, amphiboles) 

as lamination and create in their place a variety of traces that may include mottled 
bedding, burrows, tracks, and trails. Organic re;vorking commonly has little effect on 
the mineralogical and chemical composition of sediments. Owing to very shallow 
burial depth, sediments undergo only very slight compaction and grain re
arrangement during early diagenesis. 

Early diagenesis does bring about some important mineralogical changes in 
siliciclastic sediments. :\-fost of these changes involve the precipitation of new 
minerals. In marine environments where reducing (low-oxygen) conditions can 
prevail, the formation of pyrite is particularly characteristic. Pyrite may form ce
ment or may replace other materials such a s  woody fragments. Other important 
reactions include formation of chlorite, glauconite (greenish iron-silicate grains), 
illite/smectite clays, and iron oxides in oxygenated pore waters (e.g., red clays on 
the deep ocean floor); and precipitation of potassium feldspar overgrowths, 
quartz overgrowths (e.g., Fig. 5.3A), and carbonate cements (e.g., Fig. 5.3C). ln 
nonmarine environments, where oxidizing conditions commonly prevail, little 
pyrite forms. lnstead, iron oxides (goethite, hematite) are commonly produced, 
creating redbeds. Formation of kaolinitic clay minerals and precipitation of quartz 
and calcite cements may take place also in this environment. 

Deep Burial (Mesogenesis) 

Compaction. The load pressures caused by deeper burial significantly increase 
the tightness of grain packing with concomitant loss of porosity (e.g., Fig. 5.15A) 
and thinning of beds. Increased pressure at the contact point between grains also 
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Fabrics in sands�tones neated by d iagenetic processes: A Physical' compaction (note 
prevalence of concavo-co nvex and •ong con

.
tacts), Tuscarora Sandstone (Sil urian), Penn

sylvania. B. Chemical compaction owing to pressure solution (note irreg ular sutured con
tact indicated by arrows), Oriskany Quartzite (Devon ian), Pennsylvania. C.  Cementation 
by microq uartz (chert), jefferson City Fm. (Ordovician), Missou ri.  D. Replacement of 
quartz by calcite, creating "n ibbled" contacts (arrows), Mauch Chunk G roup (M ississippi
an), Pen nsylva nia. Crossed nicol photomicrographs. 

increases the solubility of the grains at the contact, leading to partial dissolution of 
the grains. This process is referred to as pressure solution or chemical com
paction (e.g., Fig. 5.158). Chemical compaction further reduces porosity and in
creases bed thinning. Thus, under the influence of physical and chemical 
compaction, aided by cementation (below), the primary porosity of both sands 
and muds is reduced dramatically during deep burial (Fig. 5.16). Compaction also 
causes bending of flexible grains such as micas and squeezing of soft grains such 
as rock fragments (Fig. 5.17). Stone .and Siever (1996) report that mechanical com
paction and pressure solution cause porosity loss in quartzose sandstones mainly 
at burial depths less than about 2 km (Fig. 5.18) because the combined effects of 
compaction, pressure solution, and a small amount of quartz cement produce sta
ble grain-packing arrangements. According to these authors, porosity loss at 
greater depths is primarily the result of quartz cementation. Worden and Burley 
(2003) suggest that some porosity loss owing to compaction can continue to 
depths of at least 5 km. 

Chemical Processes and Changes. An increase in temperature of 10°C during bur
ial can cause chemical reaction rates to double or triple. Thus, mineral phases that 
were stable in the depositional environment may become unstable during deep 
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Approximate best-fit curves showing changes in porosity of 
sedi ments related to burial compaction and cementation in  
some California  (sandstone) and Lou isiana (shale) basins. 
(Sandstone curve based on Wilson, J. C., and E.  F. McBride, 
1 988, Compaction and porosity evolution of Pl iocene sand
stones, Ventura Basin, Cal ifornia: Am. Assoc. Petroleum Ge
ologists Bu l l ., v. 72, F ig .  4, p.  669; shale curve based on 
Dzevanshir, R.  D.,  et al . ,  1 986, Sed . Geology, v. 46, Fig. 1 ,  
p. 1 70.] 
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Schematic representation of textural criteria used to estimate volume loss in sandstones 
owing to compaction. The hachured areas indicate rock volume lost by gra in deformation 
and pressure solution. [From Wilson, J. C., and E. F. McBride, 1 988, Compaction and 
porosity evolution of Pl iocene sandstones, Ventura Basin, California: Am. Assoc. Petroleum 
Geologists Bu ll., v. 72, Fig. 1 0, p. 679, reprinted by permission of AAPG, Tulsa, Okla.] 

buriaL Increasing temperature favors the formation of denser, less hydrous miner
als and also causes an increase in solubility of most common minerals except the 
carbonate minerals. Thus, silicate minerals show an increasing tendency to dis
solve with greater burial depths (and temperatures), whereas carbonate minerals 
such as calcite are more likely to precipitate. On the other hand, decrease in pH 
(increase in acidity) of pore waters with depth may bring about dissolution of car
bonates. For example, organic materials may decompose during deep burial dia
genesis to release C02. Increase in the C02 content of pore waters results in a 
decrease in pH (increase in acidity) that can bring about dissolution of carbonate 
minerals. As discussed above, increased pressure during deep burial causes an 
increase in solubility of minerals at point contacts, resulting in partial dissolution of 
the minerals. This process, which releases silica into pore waters, is an important 
mechanism for furnishing silica that can later precipitate as new silicate minerals. 
Several kinds of chemical/mineralogical diagenetic processes take place in silici
clastic sedimentary rocks during deep burial. The most important of these processes 
are cementation, dissolution, replacement, and day-mineral authigenesis. 
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Figure 5.18 
Summary diagram showing depth ranges at which mechanical compaction, pressure solu
tion, and cementation reduce porosity in quartzose sandstones. Note that porosity is re
duced from approximately 50 percent at the surface to virtually zero at a burial depth of 
about 5000 m .  This diagram al.so shows the approximate depths at which oil and gas a re 
generated iri the subsurface (Chapter 7). [From Stone, W. N ., and R. Siever, 1 996, Quanti
fying compaction, pressure solution and quartz cementation in moderately- and deeply
buried quartzose sandstones from the greater Green River Basin, Wyoming, in Cressey, L. 
J., R. louc�s, and M. W. Totten, eds., 1 996, Si l iciclastic diagenesis and fluid flow: SEPM 
Special Publication No. 55, Fig. 5, p. 1 34.] 

Box 5.1 Estimating Diagenetic Paleotemperatures 

Because temperature has a particularly significant effect on diagenetic processes, 
geologists are greatly interested in estimating the temperatures at which par
ticular diagenetic reactions take place. Considerable research has been carried 
out to deverop reliable techniques for paleotempet:ature analysis. Tools used · 
for determining paleotemperatures are called geothermometers. The principal 
techniques now in use for determining diagenetic paleotemperatures include 
methods based on (1)  conodont color alteration, (2) vitrinite reflectance, (3) 
graphitization levels in kerogen, (4) clay mineral assemblages, (5) zeolite min
erttl assemblages, (6) fluid inclusions, and (7) oxygen isotope ratios. The meth
ods have various degrees of reliabili·ty, and none can be considered an infallible 
estimator of the paleotemperatures of diagenesis; conodont color alteration 
and vitrinite reflectance are generally regarded to be the most useful methods. 
Methods based on artalyses of mineral ilSSemblages tend to be less sensitive 
and more equivocal. The formation of zeolite minerals, for example, depends 
upon pressure and the salinity and chemical composition of sediment pore wa
ters, as well as temperature. Two or three different methods, which generally 
include examination of conodont color alteration and vitrinite reflectance, are 
commonly used together as a cross check on reliability. Appendix B provides 
additional details. 

Cementation refers to the precipitation of minerals into the pore space of 
sediment, thereby reducing porosity and bringing about lithification of the sedi
ment. Carbonate and silica cements ate most common; however, feldspars, iron ox
ides, pyrite, anhydrite, �eolites, and many other minerals can also form as cements. 
As mentioned in the discussion of sandstones, calcite is the dominant carbonate 
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Figure 5.19 

cement (e.g., Fig. 5.3C); aragonite, dolomite, siderite-, and ankerite are less com
mon. Carbonate cementation is favored by increasing concentration of calcil.!lm 

carbonate in pore waters and increasing burial temperature. Precipita tion is in
hibited by increased levels of C02 in pore waters, which may result from de
composition of organic matter in sediments during burial. Increased CO� levels 
(partial pressure) cause pore waters to become acidic and corrosive to carbonate 
minerals. 

Figure 5.3C shows calcite cement that is restricted to a relatively small area 
within a sandstone. Cementation can be much more extensive, and cement eventu
ally can fill most of the pore space in the sandstone. In other cases, cement may be 
concentrated around some object, such as a fossil or fossil fragment, which appar
ently acts as a nucleus for cementation. Cement can build up around this object to 
create a globular mass called a concretion (Fig. 5.19).  In rare cases, calcite, as  well 
as barite and gypsum, can crystallize (precipitate) as large crystals that envelop 
numerous sand grains, forming so-called sand crystals (Fig. 5.20). 

Large concretions weathering out on the sur
face of a laminated sandstone bed, Coaledo 
Formation (Eocene), southern Oregon coast. 
Calcite, precipitated around some kind of 
nucleus, filled pore spaces in the sandstone, 
gradually building up the globular masses. 
Note the sandstone lamination preserved in 
the concretions. (Photograph courtesy of 
Robert Q. Oaks, Jr.) 

Figure 5.20 
Sand crystals, Miocene sandstone, Badlands, 
South Dakota. The length of the specimen is 
about 1 6  em. [From Pettijohn, F. J., 1 975, 
Sedimentary rocks, 3rd ed., Harper and Row, 
Publishers, Inc., New York, Fig. 1 .2, p. 467.] 
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Quartz precipitated as overgrowths around existing detrital quartz grains 
(e.g., Fig. 5.3A) is the most common kind of silica cement. Quartz overgrowth ce
ments are particularly abundant in many quartz arenites. Less commonly, silica 
precipitates as microcrystalline quartz (chert) cement (e.g., Fig. 5.15C) or opal. 
Quartz cementation is favored by high concentrations of silica in pore waters and 
by low temperatures. Some silica is supplied locally by pressure solution or by dis
solution of the siliceous skeletons of fossil organisms such as diatoms and radiolar
ians. Silica may also be imported from other areas of a basin during episodes of 
fluid flow related to deep-basin mineral dehydration or tectonic activity (Stone and 
Siever, 1996). Quartz cementation is particularly likely to occur in sedimentary 
basins where waters that circulated downward deeply into the basin, and dis
solved silica at higher temperatures, rise upward and cool along basin edges. 

Dissolution of framework silicate grains and previously formed carbonate ce
ments may occur during deep burial under conditions that are essentially the oppo
site of those required for cementation. For example, carbonate minerals are dissolved 
in cooler pore waters with high carbon dioxide partial pressures. Rock fragments 
and low-stability silicate minerals, such as plagioclase feldspars, pyroxenes, and 
amphiboles, may dissolve as a result of increasing burial temperatures and the pres
ence of organic acids in pore waters. The selective dissolution of less stable frame
work grains or parts of grain during diagenesis is called intrastratal solution. 
Dissolution of framework grains and cements increases porosity, particularly in 
sandstones. Petroleum geologists, who are especially interested in the porosity of 
sandstones, now believe that much of the porosity that exists in sandstones below a 
burial depth of about 3 km is secondary porosity, created by dissolution processes. 

Mineral replacement refers to the process whereby one mineral dissolves and 
another is precipitated in its place essentially simultaneously. Replacement appears 
to take place without any volume change between the replaced and replacing miner
al. Thus, delicate textures present in the original mineral may, in some cases, be faith
fully preserved in the replacement mineral. Well-known examples of such preserved 
textures can be found in petrified wood and carbonate fossils replaced by chert. 

Common replacement events include replacement of carbonate minerals by 
microcrystalline quartz (chert), replacement of chert by carbonate minerals, replace
ment of feldspars and quartz by carbonate minerals (e.g., Fig. 5.150), replacement of 
feldspars by clay minerals, replacement of clay matrix by carbonate minerals, re
placement of calcium-rich plagioclase by sodium-rich plagioclase (albitization), and 
replacement of feldspars and volcanic rock fragments by clay or zeolite minerals. 
Replacement may be partial or complete. Complete replacement destroys the iden
tity of the original minerals or rock fragments and thereby gives a biased view of the 
original mineralogy of a rock. Porosity may also be affected by replacement, partic
ularly replacement of framework grains by clay minerals, which tend to plug pore 
space and reduce porosity. Much of the clay matrix in sandstones may be produced 
diagenetically by alteration of unstable framework grains to clay minerals. 

In addition to these common replacement processes, one kind of clay miner
al may alter to another during diagenesis. For example, smectite clays may alter to 
illite at temperatures ranging from about 55-200°C, with concomitant release of 
water. This process is particularly common in shales and is referred to as shale 
dewatering. Smectite may also alter to chlorite within about the same temperature 
range, and kaolinite typically alters to illite at temperatures between about 120 
and 150°C. It is these diagenetic processes that are believed to account for the 
trend of changing day-mineral relative abundance with age shown in Fig. 5.12. 

Tela genesis 
Sedimentary rocks that have undergone deep burial diagenesis may subsequently 
be uplifted by mountain-building activities and unroofed by erosion. These 
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processes bring mineral assemblages, including new minerals formed during 
mesogenesis, into an environment of lower temperature and pressure and in 
which mesogenetic pore waters are flushed and replaced by oxygen-rich, acidic 
meteoric (rain) waters of low salinity. Under these changed conditions, previously 
formed cements and framework grains may dissolve (creating secondary porosity) 
or framework grains may alter to clay minerals, e.g., potassium feldspar to kaolin
ite (reducing porosity). Alternatively, depending upon the nature of the pore wa
ters, silica or carbonate cements can be precipitated. Other changes may include 
oxidation of iron carbonate minerals and other iron-bearing minerals to form iron 
oxides (goethite and hematite), oxidation of sulfides (pyrite) to form sulfate 
minerals (gypsum) if calcium is present in pore waters, and dissolution of less 
stable minerals such as pyroxenes and amphiboles. The processes of telogenesis 
grade into those of subaerial weathering as sedimentary rocks are exposed at  
Earth's surface. 

5.6 PROVENANCE SIGNIFICANCE 

OF MINERAL COMPOSITION 

The silicate mineralogy and rock-fragment composition of siliciclastic sedimentary 
rocks are fundamental properties of these rocks that set them apart from other 
sedimentary rocks. Mineralogy is a particularly important property for studying 
the origin of siliciclastic sedimentary rocks because it provides almost the only 
available clue to the nature of vanished source areas, that is, ancient mountain sys
tems. The kinds of siliciclastic minerals and rock fragments preserved in sedimen
tary rocks furnish important evidence of the lithology of the source rocks. Rock 
fragments provide the most direct lithologic evidence: Volcanic rock fragments in
dicate volcanic source rocks, metamorphic rock fragments indicate metamorphic 
source rocks, etc. Feldspars and other minerals are also important source-rock in
dicators. For example, potassium feldspars suggest derivation mainly from alka
line plutonic igneous or metamorphic rocks, whereas sodic plagioclase is derived 
principally from alkaline volcanic rocks and calcic plagioclase comes mainly from 
basic volcanic rocks. Suites of heavy minerals are also used for source-rock deter
mination. A suite of heavy minerals consisting of apatite, biotite, hornblende, 
monazite, rutile, titanite, pink tourmaline, and zircon indicates alkaline igneous 
source rocks. A suite consisting of augite, chromite, diopside, hypersthene, il
menite, magnetite, and olivine suggests derivation from basic igneous rocks. An
dalusite, garnet, staurolite, topaz, kyanite, sillimanite, and staurolite constitute a 
mineral suite diagnostic of metamorphic rocks, whereas a suite of heavy minerals 
consisting of barite, iron ores, leucoxene, rounded tourmaline, and rounded zir
con suggests a recycled sediment source. The trace element composition of indi
vidual varieties of heavy minerals, such as the Ti and Fe content of ilmenite, has 
significance also as a provenance indicator (e.g., Darby and Tsang, 1987). See 
Morton and Hallsorth (1999) for an extended discussion of heavy minerals and 
provenance. 

Quartz also has value as a provenance indicator. For example, Basu et al. 
(1975) suggest that a high percentage of quartz grains with undulose extinction 
greater than 5° combined with a high percentage of poly crystalline grains contain
ing more than three crystal units per grain are typical of low-rank metamorphic 
source rocks. By contrast, nonundulose quartz and poly crystalline quartz contain
ing less than three crystal units per grain indicate derivation from high-rank meta
morphic or plutonic igneous source rocks. Seyedolali et al. ( 1997) demonstrated 
that provenance of quartz can also be determined by scanning electron micro
scope (SEM)-cathodoluminescence fabric analysis. Quartz grains from plutonic, 
volcanic, and metamorphic rocks display distinctively different patterns of 
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cathodoluminescence when excited by an electron beam in the SEM, which pro-
vides reliable provenance interpretation (e.g., Kwon and Boggs, 2002). 

In addition to providing information about source-rock lithology, the rela
tive chemical stabilities and the degree of weathering and alteration of certain 
minerals can be used as a tool for interpreting the climate and relief of source areas 
(e.g., Folk, 1974, p. 85). For example, the presence of large, fresh, angular feldspars 
in a sandstone suggests derivation from a high-relief source area where grains 
were eroded rapidly before extensive weathering. Alternatively, they may have 
been derived from a source area having a very arid or extremely cold climate that 
retarded chemical weathering. Small, rounded, highly weathered feldspar grains 
indicate a source area of low relief and/ or a warm, humid climate where chemical 
weathering was moderately intense. Absence of feldspars may indicate either that 
weathering was so intense that all feldspars were destroyed or that no feldspars 
were present in the source rocks. Such analyses of mineral constituents provide 
only tentative conclusions about climate and relief. Also, they are subject to misin
terpretations owing to diagenetic alteration or destruction of source-rock minerals. 

Geologists are also interested in the tectonic setting of source areas and asso
ciated depositional sites. With development of the theory of seafloor spreading 
and plate tectonics, this interest has focused on interpreting the tectonic setting in 
terms of plate tectonic provinces (Dickinson and Suczek, 1979; Dickinson, 1982; 
Dickinson et al., 1 983). In other words, geologists want to know if a particular de
posit was derived from source rocks located within a continent, in a volcanic arc 
associated with a subduction zone, or in other tectonic settings. Three principal 
types of tectonic settings, or provenances, as they are called, have been identified: 
(1) continental block provenances, (2) magmatic arc provenances, and (3) recycled 
orogen provenances (Fig. 5.21). 

Continental block provenances (Fig 5.21A) are located within continental 
masses, which may be bordered on one side by a passive continental margin and 
on the other by an orogenic belt or zone of plate convergence. Source rocks consist 
of plutonic igneous, metamorphic, and sedimentary rocks but include few vol
canic rocks. Sediment eroded from these sources typically consists of quartzose 
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Figure 5.21 
Schematic representation of the principal tectonic 
settings of sediment source areas. A. Continental 
block provenances. B. Recycled orogen provenances. 
C. Magmatic arcs. The dashed lines with arrows indi
cate sediment transport paths. (After Dickinson, W. 
R., and C. A. Suczek, 1 979, Plate tectonics and sand
stone composition: American Association Petroleum 
Geologists Bull., v. 63, Fig. 5, p. 2 1 74, Fig. 6. p. 
21 75, Fig. 7, p. 21 7 7, reprinted by permission of 
AAPG, Tulsa, Okla.). 
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sand, feldspars with high ratios of potassium feldspar to plagioclase feldspar, and 
metamorphic and sedimentary rock fragments. Sediment eroded from continental 
sources may be transported off the continent into adjacent marginal ocean basins, 
or it may be deposited in local basins within the continent. 

Recycled orogen provenances (Fig. 5.21B) are zones of plate convergence, 
where collision of major plates creates uplifted source areas along the collision su
ture belt. Where two continental masses collide, source rocks in the collision up
lifts are typically sedimentary and metamorphic rocks that were present along the 
continental margins prior to their collision. Detritus stripped from these source 
rocks commonly consists of abundant sedimentary-metasedimentary rock frag
ments, moderate quartz, and a high ratio of quartz to feldspars. Where a continen
tal mass collides with a magmatic arc complex, uplifted source rocks may include 
deformed ultramafic rocks, basalts, and other oceanic rocks, and a variety of other 
rock types such as greenstone (weakly metamorphosed basic igneous rock), chert, 
argillite (weakly metamorphosed shale), lithic sandstones, and limestones. Sedi
ment derived from these sources may contain many types of rock fragments, 
quartz, feldspars, and chert. Chert is a particularly abundant constituent of sedi
ments derived from this provenance. 

Magmatic arc provenances (Fig. 5.21C) are located in zones of plate conver
gence where sediment is  eroded mainly from volcanic arc sources consisting of 
volcanogenic highlands (undissected arcs). Volcaniclastic debris shed from these 
highlands consists largely of volcanic lithic fragments and plagioclase feldspars. 
Quartz and potassium feldspars are commonly very sparse except where the vol
canic cover is dissected by erosion to expose underlying plutonic rocks (dissected 
arcs). Sediment shed from volcanic highlands may be transported to an adjacent 
trench or deposited in fore-arc and back-arc basins. 

To differentiate sediment derived from these three major tectonic provenances, 
Dickinson and Suczek ( 1979) and Dickinson et al. ( 1983) suggest the use of triangu
lar composition diagrams showing framework proportions of monocrystalline 
quartz, polycrystalline quartz, potassium feldspars and plagioclase feldspars, and 
volcanic and sedimentary-metasedimentary rock fragments. Through study of 
sandstone compositions from many parts of the world, they generated the prove
nance diagrams shown in Figure 5.22. To use these diagrams as a guide to prove
nance determination of other sandstones, one determines the compositions of the 
sand-size grains in a sandstone and plots them on one or both of the diagrams 
shown in Figure 5.22. The field in which most of the plotted points fall (e.g., craton 
interior, recycled orogen) is the putative tectonic setting of the source rocks. 

Dickinson's provenance model has been criticized because not every indi
vidual sand or sandstone plots where it should according to its tectonic setting. 
The model is valid, however, for average values of large data sets taken from large
scale sampling of various tectonic settings (Raymond Ingersoll, personal commu
nication, 2004). Also, compositional data must be generated by using the so-called 
Gazzi-Dickinson point-counting method (see Ingersoll et al., 1984). Marsaglia and 
Ingersoll (1992) modified Dickinson's provenance triangle on the basis of con
trasts between intraoceanic magmatic arcs and continental-margin magmatic arcs 
(their Figure 8), a useful refinement of the basic provenance model. 

A comparatively recent aspect of provenance analysis of siliciclastic sedi
mentary rocks is estimation of ages of single mineral grains, such as apatite and 
zircon, by using various radiometric techniques. Determining the ages of single 
mineral grains in sedimentary rocks provides ages of the source rocks from which 
these grains were derived. Such analysis makes possible linking of the mineral 
grains to specific source areas of known ages (e.g., Bernet and Spiegel, 2004b). This 
kind of evaluation is known as detrital thermochronology. See Appendix B for 
details. 
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Relationship between framework composition of sandstones and tectonic setting. [After 
Dickinson, R. W., et a l ., 1 983, Provenance of North American Phanerozoic sandstones in 
relation to tectonic setting: Geol . Soc. America Bul l . ,  v. 94, Fig. 1, p.  223 .] 

The discussion above provides only the barest introduction to the topic of 
provenance interpretation. The application of provenance study to basin analysis 
is explored further in Chapter 16. For additional information on this important sub
ject, including discussion of the provenance of conglomerates and shales, see Boggs 
(1992, Chapter 8) and the volumes listed under "Further Reading-Provenance" at 
the end of this chapter. 
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Carbonate Sedimentary Rocks 

6.1 INTRODUCTION 

C
hemical/biochemical sedimentary rocks originate by precipitation of min
erals from water through various chemical or biochemical processes. They 
are distinguished from siliciclastic sedimentary rocks by their chemistry, 

mineralogy, and texture. They can be divided on the basis of mineralogy and 
chemistry into five fundamental types: (1) carbonates, (2) evaporites, (3) siliceous 
sedimentary rocks (cherts), (4) iron-rich sedimentary rocks, and (5) phosphorites. 
Carbonaceous sedimentary rocks, such as coals and oil shales, make up a further 
special group of rocks that contain abundant nonskeletal organic matter in addi
tion to various amounts of siliciclastic or chemical (e.g., carbonate) constituents. 

The carbonate rocks, by far the most abundant kind of chemical / biochemi
cal sedimentary rock, are described in this chapter. Other chemical/biochemical 
and carbonaceous sedimentary rocks are discussed in Chapter 7. Carbonate rocks 
can be divided on the basis of mineralogy into limestones and dolomites (dolo
stones). Limestones are composed mainly of the mineral calcite, and dolomites are 
composed mainly of the mineral dolomite. Carbonate sedimentary rocks make up 
20 to 25 percent of all sedimentary rocks in the geologic record. They are present in 
many Precambrian assemblages and in all geologic systems from the Cambrian to 
the Quaternary. Precambrian and Paleozoic carbonate successions include abun
dant dolomite, whereas Mesozoic and Cenozoic carbonates are mainly l imestone. 
Limestones contain richly varied textures, structures, and fossils that yield impor
tant information about ancient marine environments, paleoecological conditions, 
and the evolution of life forms, particularly marine organisms, through time. Car
bonate sedimentary rocks are also an economically important group of rocks be
cause l imestones and dolomites are useful for agricultural and industrial 
purposes, they make good building stones, and, most important, they act as reser
voir rocks for more than one-third of the world's petroleum reserves. Because of 
their environmental and economic significance, they have been extensively stud
ied and their mineralogy, chemistry, and textural characteristics are described in 
hundreds of research papers. The characteristic properties of carbonate rocks have 
also been summarized in several books; see "Further Reading" at the end of this 
chapter. 
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Mineral 

Calcite group 
•calcite 

Magnesite 

Rhodochrosite 

Siderite 

Smithsonite 

Dolomite group 
•Dolomite 

Ankerite 

Aragonite group 
*Aragonite 

Cerussite 

Strontianite 

Witherite 

6.2 CHEM ISTRY AND MINERALOGY 

The elemental chemistry of carbonate rocks is dominated by calcium ( Ca2+), mag
nesium ( Mg2+), and carbonate (C032- )  ions. Calcium and magnesium are present 
in both limestones and dolomites; however, magnesium is a particularly impor
tant constituent of dolomites. Expressed as oxides, CaO, MgO, and C02 make up 
more than 90 percent of the average carbonate rock. Numerous other elements are 
present in carbonate rocks in minor or trace amounts. Many of the elements that 
occur in minor concentrations are contained in noncarbonate impurities. For ex
ample, Si, AI, K, Na, and Fe occur mainly in silicate minerals such as quartz, 
feldspars, and clay minerals that are present in minor amounts in most carbonate 
rocks. Trace elements that are common in carbonate rocks include B, Be, Ba, Sr, Br, 
Cl, Co, Cr, Cu, Ga, Ge, and Li. The concentration of these trace elements i s  con
trolled not only by the mineralogy of the rocks but also by the type and relative 
abundance of fossil skeletal grains in the rock. Many organisms concentrate and 
incorporate trace elements such as Ba, Sr, and Mg into their skeletal structures. 

The chemistry and structure of the principal carbonate minerals, only a few 
of which are important components of limestones and dolomites, are shown in 
Table 6.1 . A more detailed analysis of the crystal chemistry of the carbonates is 
given by Reeder (1983) and Tucker and Wright (1990, p. 284). Modern carbonate 
sediments are composed mainly of aragonite, but they also include calcite (espe
cially in deep-sea calcareous ooze) and dolomite. Calcite (CaC03) can contain 
several percent magnesium in its formula because magnesium can readily substi
tute for calcium in the rhombohedral lattice of calcite crystals, owing to the fact 
that magnesium ions and calcium ions are similar i n  size and charge. Thus, we 

Crystal system 

Rhombohedral 

Rhombohedral 

Rhombohedral 

Rhombohedral 

Rhombohedral 

Rhombohedral 

Rhombohedral 

Orthorhombic 

Orthorhombic 

Orthorhombic 

Orthorhombic 

Formula 

CaC03 

MgC03 

MnC03 

FeC03 

ZnC03 

Dominant mineral of limestones, especially in rocks 
older than the Tertiary 

Uncommon in sedimentary rocks but occurs in some 
evaporite deposits 

Uncommon in sedimentary rocks; may occur in 
Mn-rich sediments associated with siderite and 
Fe-silicates 

Occurs as cements and concretions in shales and 
sandstones; common in ironstone deposits; also in 
carbonate rocks altered by Fe-bearing solutions 

Uncommon in sedimentary rocks; occurs in 
association with Zn ores in limestones 

CaMg(C03h Dominant mineral in dolomites; commonly 
associated with calcite or evaporite minerals 

Ca(Mg,Fe,Mn){C03)2 Much less common than dolomite; occurs in Fe-rich 
sediments as disseminated grains or concretions 

Common mineral in recent carbonate sediments; 
alters readily to calcite 

Occurs in supergene lead ores 

Occurs in veins in some limestones 

Occurs in veins associated with galena ore 

*1m ortant minerals in limestones and dolomites. 
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recognize both low-magnesian calcite (called simply calcite) containing less than 
about 4 percent MgC03 and high-magnesian calcite containing more than 4 per-
cent MgC03. High-magnesian calcite still retains the crystal structure of calcite in 
spite of the presence of Mg ions, which randomly substitute for Ca ions in the cal-
cite crystal lattice. Note: Mg2+ ions commonly do not substitute for Ca2+ ions in 
the larger spaces available in the more open orthorhombic lattice of aragonite. In 
contrast to high-magnesian calcite, true dolomite, so-called stoichiometric 
dolomite, is a totally different mineral in which Mg ions occupy half of the cation 
sites in the crystal lattice and are arranged in well-ordered planes that alternate 
with planes of C03 ions and Ca ions. Dolomite occurs in a few restricted modern 
environments, particularly in certain supratidal environments and freshwater 
lakes, but it is much less abundant in modem carbonate environments than 
aragonite and calcite. Other carbonate minerals such as magnesite, ankerite, and 
siderite are even less common in modern sediments. 

Although precipitation of aragonite and, to a lesser extent, high-magnesian 
calcite, is favored in the modern ocean, this preference for aragonite precipitation 
has not always been the case. It now appears likely that the oceans during early 
Paleozoic and middle to late Cenozoic time favored precipitation of calcite, proba
bly because of a lower ratio of magnesium to calcium during these times. 

The mineralogy and chemistry of carbonate sediments can be strongly influ
enced by the composition of calcareous fossil organisms present in the sediments 
(e.g., Scholle, 1978, p. xi; Jones and Desrochers, 1992). For example, many molluscs 
such as pelecypods, gastropods, pteropods, chitons, and cephalopods, as well as 
calcareous green algae, stromatoporoids, scleractinian corals, and annelids build 
skeletons of aragonite. Echinoids, crinoids, bottom-dwelling (benthonic) forams, 
and coralline red algae are composed mainly of high-magnesian calcite. Some car
bonate-secreting organisms, e.g., planktonic (floating) forams, coccoliths, and bra
chiopods, have low-magnesian calcite shells or tests. 

In contrast to the dominance of aragonite in modem shallow-water carbon
ate sediments, ancient carbonate rocks older than about the Cretaceous contain lit
tle aragonite. Aragonite is the metastable polymorph (having the same chemical 
composition but different crystal structure) of CaC03 and is converted fairly 
rapidly under aqueous conditions to calcite. Thus, aragonite deposited during 
earlier times, such as the late Paleozoic and early Cenozoic, has subsequently dis
solved and been replaced by calcite. The ratio of dolomite to calcite is much 
greater in ancient carbonate rocks than in modern carbonate sediments, presum
ably because CaC03 minerals exposed to magnesium-rich interstitial waters dur
ing burial and diagenesis are converted to dolomite by replacement. 

The stable isotope composition of carbonate rocks is also of considerable in
terest in paleoenvironmental studies and for the purpose of time-stratigraphic cor
relation. Isotopes of oxygen eso and 160) are particularly useful for these 
purposes; however, carbon, sulfur, and strontium isotopes also have significant 
utility. Stable-isotope studies commonly involve comparison of the ratios of stable 
isotopes (e.g., 180/160) in a sample to those of a standard. The applications of 
such studies to sedimentological and stratigraphic problems are considered fur
ther in Chapter 15. 

6.3 LIMESTONE TEXTURES 

As discussed, ancient limestones are composed mainly of calcite. Calcite can be 
present in at least three distinct textural forms: (1) carbonate grains, such as ooids 
and skeletal grains, which are silt-size or larger aggregates of calcite crystals, (2) 
microcrystalline calcite, or carbonate mud, which is texturally analogous to the 
mud in siliciclastic sedimentary rocks but which is composed of extremely fine 
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size calcite crystals, and (3) sparry calcite, consisting of much coarser grained cal
cite crystals that appear dear to translucent in plane (nonpolarized) light. 

Carbonate Grains 

Early geologists tended to regard limestones as simply crystalline rocks that com
monly contained fossils and that presumably formed largely by passive precipita
tion from seawater. We now know that many, and perhaps most, carbonate rocks 
are not simple crystalline precipitates. Instead, they are composed in part of ag
gregate particles or grains that may have undergone mechanical transport before 
deposition. Folk (1959) suggested use of the general term allochems for these car
bonate grains to emphasize that they are not normal chemical precipitates. Car
bonate grains typically range in size from coarse silt (0.02 mm) to sand (up to 2 
mm), but larger particles such as fossil shells also occur. They can be divided into 
five basic types, each characterized by distinct differences in shape, internal struc
ture, and mode of origin: carbonate clasts, skeletal particles, ooids, peloids, and 
aggregate grains. Scholle and Ulmer-Scholle (2003) provide an outstanding collec
tion of color photomicrographs illustrating all of the major kinds of carbonate 
grains. 

Carbonate Clasts (Lithoclasts) 

Carbonate clasts are rock fragments that were derived either by erosion of ancient 
limestones exposed on land or by erosion of partially or completely lithified car
bonate sediments within a depositional basin. If carbonate clasts are derived from 
older limestones present in land sources located outside the depositional basin, 
they are called extraclasts. If they are derived from within the basin by erosion of 
semiconsolidated carbonate sediments from the seafloor, adjacent tidal flats, or a 
carbonate beach (beach rock), they are called intraclasts. The distinction between 
extraclasts and intraclasts has important implications for interpreting the trans
port and depositional history of limestones. Extraclasts may have iron-stained 
rims resulting from weathering, may contain recrystallized veins inherited from 
the parent rock, or may display other properties that distinguish them from intra
clasts (Boggs, 1992, p. 425). Nonetheless, the distinction between fragments of an
cient, weathered limestones and penecontemporaneously produced intraclasts is 
often difficult to make. Lithoclast (or limeclast) is a nonspecific term that can be 
used for carbonate clasts when this distinction cannot be made. 

Lithoclasts range in size from very fine sand to gravel, although sand-size 
fragments a re most common. They generally show some degree of rounding 
(Fig. 6.1A), indicative of transport, but subangular or even angular clasts (Fig. 6.18) 
are not unusual. Some clasts display internal textures or structures such as lami
nation, older clasts, siliciclastic grains, fossils, ooids, or pellets, but others are in
ternally homogeneous. A limestone composed mainly of gravel-size limeclasts is a 
kind of intraformational conglomerate. Clasts are not the most abundant type of 
ca rbonate grain in ancient limestones, but they occur with sufficient frequency in 
the geologic record to show that the clast-forming mechanism was a common 
process. 

Skeletal Particles 

Skeletal fragments occur in limestones as whole microfossils, whole larger fossils, 
or broken fragments of larger fossils. They are by far the most common kind of 
grain in carbonate rocks, and they are so abundant in some limestones that they 
make up most of the rock. Fossils representing all of the major phyla of calcareous 
marine invertebrates are present in limestones. The specific kinds of skeletal parti
cles that occur depend upon both the age of the rocks and the paleoenvironmental 
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Fundamental k,inds Of carbonate grains (allochems) in l imestones: A. Roun ded clasts ce
mented with spa rry cakite cement, Devo nian l imestone, Canada. B. Angular to subangu
lar clas� in a micrite (dark) ma trix, Calvi l le Limestone (Permian), Nevada. C. M ixed 
skeleta'l grains {B = bryozoan, Br = brachiopod, C = crinoid, F = foraminifer) cemented with 
sparry calcite, Salem Formation (Mississippian), Missouri. D. Normal ooids cemented with 
sparry calcite (white), Miami Ool ite (Pleistocen e), F lorida. E. Radial ooids cemented with 
sparry calcite (white) and micrite (dark); note relict concentric layeri ng, Devo nian li me
stone, Canada. F. Pellets cemented with sparry calcite, Quaternary-Pleistocene l imestone, 
Grand Ba hama Banks. Crossed n icols. 

conditions under which they were deposited. Because of evolu tionary changes in 
fossil assemblages through time, different kinds of fossil remains dominate rocks 
of different ages. For example, trilobite skeletal remains characterize ea rly Paleo
zoic rocks, but they do not occur in Cenozoic rocks, which instead commonly 
contain abundant foraminifers. Likewise, certain kinds of skeletal particles char
acterize limestones formed in different environments. To illustrate, the remains of 



1 64 Chapter 6 I Carbonate Sedimentary Rocks 
colonial corals, which build rigid, wave-resistant skeletal structures, are common
ly restricted to limestones deposited in shallow-water, high-energy environments 
where the water was well agitated and oxygen levels were high. By contrast, 
branching types of bryozoa are fragile organisms that cannot withstand the rigors 
of high wave energy environments. Thus, their remains are found mainly in lime
stones deposited under quiet-water conditions. 

Depending upon paleoenvironmental conditions, skeletal remains in a given 
specimen of limestone may consist entirely or almost entirely of one species of or
ganism; however, they commonly include several species. An example of a mixed 
assemblage of skeletal particles is shown in Figure 6.1C. The serious student of 
carbonate rocks must learn to identify the many kinds of fossils and fossil frag
ments that occur in limestones because fossils have special significance for 
paleoenvironmental and paleoecological interpretation. Several photographic 
atlases illustrating whole fossils and fossil fragments as they appear in micro
scope thin sections are available (e.g., Horowitz and Potter, 1971; Adams and 
Mackenzie, 1998; Scholle and Ulmer-Scholle, 2003). By using these atlases, stu
dents should be able to identify many of the kinds of fossil remains commonly 
present in limestones. 

Ooids 

The term ooid is applied as a general name to coated carbonate grains that contain 
a nucleus of some kind-a shell fragment, pellet, or quartz grain-surrounded by 
one or more thin layers or coatings (the cortex) consisting of fine calcite or arago
nite crystals. (In some ooids, the nucleus may be too small to be easily seen.) These 
coated grains are sometimes referred to also as ooliths; however, the term ooid is 
preferred. Carbonate rocks formed mainly of ooids are called oolites. Spherical to 
subspherical ooids that exhibit several internal concentric layers with a total thick
ness greater than that of the nucleus are called normal or mature ooids (Fig. 6.1D). 
Ooids form where strong bottom currents and agitated-water conditions exist 
and where saturation levels of calcium bicarbonate are high (Section 6.7). The 
coatings on modern ooids are composed mainly of aragonite, whereas ancient 
ooids are composed principally of calcite. Many of these ancient ooids were com
posed originally of aragonite that later transformed to calcite; however, petro
graphic evidence suggests that other ancient ooids originated as calcite. 
Precipitation of ancient calcitic ooids appears to have been particularly important 
during middle Paleozoic and middle Mesozoic time (Morse and Mackenzie, 
1990, p .  538). Variations in ooid mineralogy appear to be related to sea levels. 
High stands of the sea apparently favor formation of calcite ooids because C02 
levels tend to be higher and Mg /Ca ratios lower during such times; low stands 
favor aragonite ooids because of lowered C02 levels and elevated Mg/Ca ratios 
(Wilkinson, Owen, and Carroll, 1985). As discussed in Section 6.7, high Mg/Ca 
ratios favor precipitation of aragonite rather than calcite because Mg ions inhibit 
crystallization of calcite. 

Although most ooids display an internal structure consisting of concentric 
layers, some ooids show a radial internal structure (Fig. 6.1E). Radial ooids that 
also display concentric layers, such as those shown in Figure 6.1E, probably 
formed by recrystallization of normal ooids; however, radial ooids may form also 
by primary sedimentation processes. The coating on some ooids consists only of 
one or two very thin layers, which have a total thickness less than that of the nu
cleus. Such ooids have been called superficial ooids or pseudo-ooids. Coated 
grains that have an internal structure similar to that of ooids but that are much 
larger-that is, greater than 2 mm-are called pisoids (a rock composed of pisoids 
is a pisolite). Pisoids are generally less spherical than ooids and are commonly 
crenulated. Some pisoids may be of algal origin, formed by the trapping and bind
ing activities of blue-green algae (cyanobacteria) in the same way that stromatolites 
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are formed (Chapter 4). Spheroidal stromatolites that reach a size exceeding 1 to 
2 em are called oncoids. 

Peloids 

P�1oid is a nongenetic term for carbonate grains that are composed of microcrys
talline or cryptocrystalline calcite or aragonite and that do not display distinctive 
internal structures (Fig. 6.1F). Peloids are smaller than ooids and are generally of 
si[t o fine-sand size (0.03-0.1 mm), although some may be larger. The most com
mon kind of peloids are fecal pellets, produced by organisms that ingest caldum 
carbonate· muds and extrude undigested mud as pellets. Fecal pellets tend to be 
small, oval to rounded, and uniform in size. They commonly contain enough fine 
organic matter to make them appear opaque or dark colored. Pellets can be differ
entiated from ooids by their lack of concentric or radial internal structure and 
from rounded intraclasts by their uniformity of shape, good sorting, and small 
,size. Because they are produced by organisms, their sizes and shapes are not relat
ed fo current transport, although pellets may be transported by currents and rede
posited .after initial deposition by organisms. 

Peloids may also be produced by other processes, such as micritization of 
small ooids or rotmded skeletal fragments caused by the boring activities of certain 
organi�ms, particularly endolithic (boring) algae. These boring activities convert 
the original grains into a nearly uniform, homogeneous mass of microcrystalline 
cal�ite. Some marine peloids may form by precipitation around active clumps of 
pjlcteria (e.g., Chafetz, 1986). Other peloids may simply be very small, well-rounded 
Intraclasts formed by reworking of semiconsolidated mud or mud aggregates . 

. Aggregate Grains 

Aggregate grains are i rregularly shaped carbonate grains that consist of two or 
more carbonate fragme[lts (pellets, ooids, fossil fragments) joined together by a 
carbonate-mud matrix that is generally dark colored and rich in organic matter. 
Because the shapes of the aggregate grains in some modern carbonate-forming en
vironments, such as the Bahama Banks, resemble a bunch of grapes, they are com
monly called grapestones (llling, 1954). Other aggregate grains with a somewhat 
smoother appearance have been referred to by the rather inelegant name of 
lumps. Tucker and Wright (1990, p. 12) suggest that lumps evolve from grape
stones by continued cementation and micritization of the grains (Fig. 6.2) . Aggre
gate grains in modern carbonate environments are composed mainly of aragonite, 

Figure 6.2 
Schematic representation of lumps formed by m icritization and cementation 
of ooids. 
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Figure 6.3 

but such grains in ancient limestones are dominantly calcite. Aggregate grains in 
modern environments can commonly be recognized by their botryoidal shapes 
and lack of internal structures; however, they can be confused with intraclasts . In 
fact, they are considered a type of intraclast by some geologists (e .g . ,  Scholle and 
Ulmer-Scholle, 2003, p. 246). A ggregate grains are only rarely reported in ancient 
limestones, possibly because their shapes become distorted beyond recognition 
owing to compaction during diagenesis. 

Microcrystalline Calcite 

Carbonate mud composed of very fine size calcite crystals is present in many an
cient limestones in addition to sand-size carbonate grains. Carbonate mud or lime 
mud occurs also in modern environments where it consists dominantly of needle
shaped crystals of aragonite about 1 to 5 microns (0.001-0.005 mm) long. The car
bonate mud in ancient limestones is composed of similar-size crystals of calcite. 
Lime muds may also contain small amounts of fine-grained detrital minerals such 
as clay minerals, quartz, feldspar, and fine-size organic matter. They have a grayish 
to brownish, subtranslucent appearance under the microscope (Fig. 6.3), and they 
are easily distinguished from carbonate grains and sparry calcite crystals (dis
cussed below) by their extremely small crystal size. Folk (1 959) proposed the con
traction micrite for microcrystalline calcite, a term that has been universally 
adopted to signify very fine grained carbonate sediments. 

Micrite may be present as matrix among carbonate grains, or it may make up 
most or all of a limestone. A limestone composed mostly of micrite is analogous 
texturally to a siliciclastic mudrock or shale. The presence of micrite in an ancient 
limestone is commonly interpreted to indicate deposition under quiet-water oon
ditions where little winnowing of fine mud took place. By contrast, carbonate sed
iments deposited in environments where bottom currents or wave energy .are 

strong are commonly mud-free because carbonate mud is selectively removed 'in 
these environments. On the basis of purely chemical considerations, carbonate 
mud or micrite can theoretically form by inorganic precipitation of aragonite, later 
converted to calcite, from surface waters supersaturated with calcium bicarbon
ate. Geologists are uncertain, however, about how much aragonite is actually 
being generated by inorganic processes in the modern ocean . Much modern car
bonate mud appears to originate through organic processes (Section 6.7). These 
processes include breakdown of calcareous algae in shallow water to yield arago
nite mud, and deposition of carbonate nannofossils ( <35 nun in size) such as coc
coliths in deeper water to y'ield calcite muds (chalks) . 

Sparry Calcite 

Many limestones contain large crystals of calcite, commonly on the order of 0.02 to 
0.1 nun, that appear clear or white when viewed with a hand lens or in plane light 

Micrite-rich limestone containing a few skeletal grains. Plattin 
Limestone (Ordovician), Missouri. Crossed nicols. 
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Sparry calcite cementing rounded intraclasts. Note that the ce
ment displays drusy texture: small calcite crystals, oriented with 
their long dimensions perpendicular to the clast surfaces, grade 
outward from the margins of the clasts into larger, randomly ori
ented calcite crystals. Devonian li mestone, Canada. Crossed 
nicols. 

under a polarizing microscope. Such crystals are called sparry calcite. They are 
distinguished from micrite by their larger size and clarity and hom carbonate 
grains by their crystal shapes and lack of internal texture. Some spany calcite can 
be seen tmder the microscope to fill interstitial pore spaces among grains or to fill 
solu tion cavities as a cement (Fig. 6.4). The presence of sparry calcite cement in in
tergranular pore spaces indicates that grain framework voids were empty of lime 
mud at the time of deposition, suggesting deposition under agitated-water condi
tions that removed fine mud, as mentioned. 

Sparry calcite can also form in ancient limestones by recrystallization of pri
mary depositional grains and micrite during diagenesis (Section 6.8). Sparry cal
cite formed by recrystallization may be very difficult in some cases to differentiate 
from sparry calcite cement (Boggs, 1992, p. 549). It is important to distinguish be
tween the two types of sparry calcite because incorrectly identifying recrystallized 
spar as sparry calcite cement can cause errors in both environmental interpreta
tion and limestone classification. 

6.4 DOLOMITE TEXTURES 

Dolomite (dolostone) is composed mainly of the mineral dolomite [CaMg(C03)2]. 
Unlike limestone, which is characterized by the presence of grains, micrite, and/ or 
sparry cement, dolomite has a largely crystalline (granular) texture. On the basis of 
crystal shape, two kinds of dolomite are recognized . Planar (or idiotopic) dolomite 
(Fig. 6.5A) consists of rhombic, euhedral (well-formed) to anhedral (poorly 

Figure 6.5 
Dolomite crystals: A. Planar dolomite exhibiting euhedral crystals with planar faces 
(arrow), Bonneterre Formation (Cambrian), Missouri. B .  Nonplanar dolomite, with curved 
or irregular fa€:es, Davis formation (Cambrian), Missouri. Crossed nicols. 
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Figure 6.6 
Classification of dolomite 
textures. [After Gregg, ]. M., 
and D. F. Sibley, 1 984, Epi
genetic dolomitization and 
the origin of xenotopic 
dolomite texture: jour. Sed. 
Petrology, v. 54, Fig. 6, p. 
9 1 3, and S ibley, D.  F., and 
Gregg, ] .  M., 1 987, Classifi
cation of dolomite rock tex
tures: Jour. Sed. Petrology, 
v. 5 7, Fig. 1 ,  p. 968; figures 
reprinted by permission of 
Society of Economic Paleon
tologists and Mineralogists, 
Tulsa, Okla.] 

CRYSTAL BOUNDARY SHAPE 

PLANAR (IDIOTOPIC) DOLOMITE 
rhombic, euhedral to anhedral crystals 

NONPLANAR (XENOTOPIC) DOLOMITE 
nonrhombic, commonly anhedral dolomite 

PLANAR-EUHEDRAL; most 
dolomite crystals are euhedral 
rhombs; crystal-supported with 
intercrystalline areas filled with 
another mineral or unfilled 
(porous) 

1--¥--..;.._:,�� PLANAR-SUBHEDRAL; subhedral 

f----l.-=-� 

to anhedral dolomite crystals with 
low porosity and/or low 
intercrystalline matrix; straight 
comprcmise boundaries are 
common and many of the crystals 
have crystal-face 

PLANAR VOID-FILLING; euhedral 
dolomite crystals lining large pores 
and vugs or surrounding patches of 
another mineral such as gypsum or 1---"'--'---'---'-''--i 
calcite 

PLANAR-PORPHYROTOPIC; 
euhedral dolomite crystals floating 
in a limestone matrix; crystals are 
matrix-supported 

NONPLANAR-ANHEDRAL; tightly 
packed anhedral dolomite crystals 
with mostly curved, oblate, serrated, 
indistinct or otherwise irregular 
intercrystalline boundaries; 
pre-crystal-face junctions rare; 
crystals commonly have undulatory 
extinction 

NONPLANAR VOID-FILLING; pore
lining, saddle-shaped, or baroque 
(irregular) dolomite crystals 
characterized by scimitar-like 
termination. as viewed in thin 
section; sweeping extinction 

NONPLANAR-PORPHYROTOPIC; 
single anhedral dolomite crystals or 
patches of anhedral dolomite 
crystals floating in a limestone 
matrix; crystals commonly have 
undulatory extinction 

PRESERVATION STATE OF R ECOGNIZABLE FABRIC ELEMENTS 
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I 

Molds 
I 

Partially replaced 
I 

Replaced 

Mimic _J_._ Nonmimic 

Unreplaced 

I 
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I 
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I 
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Mimic _J_._ Nonmimic 

formed) crystals. Nonplanar (or xenotopic) dolomite (Fig. 6.5B) is made of non
planar, commonly anhedral crystals (Sibley and Gregg, 1987). Each of these major 
kinds of dolomite can be divided into subtypes as shown in Figure 6.6. Many 
dolomites form by replacement of a precursor limestone. Original limestone tex
tures may be preserved in such dolomites to various degrees, ranging from virtu
ally unreplaced to totally replaced (Fig. 6.6). That is, the replacing dolomite may 
preserve the original texture as a "ghost" (mimicking replacement) or the original 
texture may be completely destroyed (nonmimicking replacement). 

6.5 STRUCTURES IN CARBONATE ROCKS 

Carbonate rocks contain many of the same kinds of sedimentary structures as 
those present in siliciclastic rocks (Chapter 4). These structures include cross
stratification, laminated bedding, lenticular bedding, convolute lamination, flame 
structures, load casts, flute casts, groove casts, and mudcracks, as well as trace fos
sils such as tracks, trails, and burrows (Demicco and Hardie, 1994). They may also 
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contain stromatolites and cryptoalgal structures and less common structures such 
as teepee structures {arched or upturned polygons), solution cavities, and stro-
matactis (irregularly-shaped masses of sparry calcite and internal sediments rang-
ing in shape from elongate to globose). 

6.6 CLASSIFICATION OF CARBONATE ROCKS 

Attempts to classify carbonate rocks date back to at least 1904 with the publication 
of Grabeau's classic textbook on the classification of sedimentary rocks. Addition
al classifications were proposed by other authors in the 1930s, 1940s, and 1950s. 
Most of these early classifications were basically genetic schemes in which names 
such as "fore-reef talus limestone" or "low-energy limestone" were used to identi
fy limestones according to their presumed environment of deposition (Ham and 
Pray, 1962). These classifications failed to recognize the clear distinction between 
carbonate grains and carbonate mud or to exploit difference in identity of the var
ious kinds of carbonate grains. Publication in 1959 of Folk's largely descriptive 
"Practical Petrographic Classification of Limestones" marked the beginning of the 
modem period of limestone classification. In 1962, several additional classifica
tions appeared (Ham, 1962) which, with one exception, are mainly descriptive 
classifications. Unlike the confusion attending the proliferation of sandstone clas
sifications, the appearance of several descriptive limestone classifications seems to 
have had a largely positive effect because it forced geologists to become more 
keenly aware of the varied constituents that make up limestones, as well as the en
vironmental significance of these constituents. 

Mineralogy plays only a small role in classification of carbonate rocks because 
most carbonate rocks are essentially monomineralic. Mineralogy is used primarily 
to differentiate dolomite from limestone or carbonate rocks from noncarbonate 
rocks. The principal constituents or parameters used in carbonate classification are 
the types of carbonate grains or allochems and the grain/micrite ratio. The nature of 
the grain packing or fabric is also used in some classifications, in which the fabric is 
referred to as either grain-supported or mud-supported. A grain-supported fabric is 
one in which grains are in contact, creating an intact grain framework in which 
voids may or may not be filled with mud {matrix). In a mud-supported fabric, most 
grains do not touch, and they appear to "float" in the carbonate mud. 

Folk's {1959, 1962) classification has probably been the most widely accepted 
limestone classification because of its applicability to a wide range of carbonate 
rock types and the ease with which its terms can be understood and utilized. The 
classification is based on the relative abundance of three major types of con
stituents: {1) carbonate grains or allochems, (2) microcrystalline carbonate mud 
(micrite), and (3) sparry calcite cement. As illustrated in Table 6.2, classification is 
made by first determining the relative abundance of total allochems vs. micrite 
plus sparry calcite cement. Further subdivision is then made on the basis of the 
relative abundance of the various types of carbonate grains (Fig. 6.7) and the rela
tive abundance of micrite compared to sparry calcite cement. This classification 
approach yields a bipartite name that reflects both the major type of carbonate 
grain in the limestone and the relative abundance of micrite and sparry calcite ce
ment. Thus, an oosparite is an ooid-rich rock cemented with sparry calcite that 
:ontains little micrite, whereas an oomicrite is an ooid-rich limestone in which mi
:rite is abundant and sparry calcite is subordinate. Additional textural informa
tion can be added by use of the textural maturity terms shown in Figure 6.8. Thus, 
1 packed oomicrite indicates a grain-supported oolitic l imestone, and a sparse 
>omicrite is an oolitic rock with a mud-supported fabric. Note that Folk's dassifi
:ation can also be used to classify dolomite rock, if "ghosts" of the original al
ochems are still identifiable in the dolomite. 
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1 .0 mm. Grain size and quantity of ooze matrix, cemt�nts, or h:rrigenous 
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Textural classification of carbonate sediments on the basis of relative abundance of lime 
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grains (allochems). [After Folk, A. l., 1 962, Spectral subdivision of l imestone types, in 
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The terms used by Folk (1959, 1962) to differentiate depositional textures are 
purely descriptive; however, they also have environmental significance. The term 
biomicrite, for example, conveys an interpretation of deposition under quiet
water conditions where micrite is abundant and winnowing of the lime mud is 
minimal. Thus, micrite accumulates along with skeletal particles. On the other 
hand, the term biosparite suggests deposition in a wave-agitated environment 
where micrite is removed by winnowing currents, allowing mud-free carbonate 
grains to accumulate. These grains are subsequently cemented with sparry calcite 
during burial (diagenesis). 

Dunham (1962) has a somewhat different type of classification (Table 6.3A) 
that stresses the relative abundance of allochems and micrite but does not consider 
the identity of different kinds of carbonate grains. Dunham's classification is 
based solely upon depositional texture and considers two aspects of texture: 
(1)  grain packing and the relative abundance of grains to micrite and (2) deposi
tional binding of grains. Depositional binding means whether or not carbonate 
grains show evidence of having been bound together at the time of deposition, as 
in a colonial reef complex, a stromatolite (cyanobacteria) bed, or calcareous algae 
mat. Dunham's classification separates components that were not bound together 
at the time of deposition into those that lack lime mud and those that contain lime 
mud. Rocks that contain no mud are obviously grain-supported. Rocks that con
tain mud may be either grain-supported or mud-supported. Note, however, that 
grain support does not depend upon the absolute grain-to-mud ratio, because grain 
support is also a function of shapes of the carbonate grains. Platy or elongate 
grains such as bivalve shells may form a grain-supported fabric at much lower 
grain abundances than more spherical particles such as ooids. Therefore, Dunham's 
boundary between grain-supported and mud-supported limestones is not based 
on a fixed grain/micrite ratio. Dunham's classification was modified, with addi
tion of two new names (floatstone, rudstone), by Embry and Klovan ( 1972) to bet
ter reflect the presence of gravel-size ( >2 mm) carbonate grains (Table 6.3B). 
These authors also divided Dunham's boundstone into three types (framestone, 
bindstone, bafflestone) on the basis of the presumed kinds of organisms that 
bound the sediment together. Wright (1992) offers a classification with names de
rived mainly from the Embry-Klovan classification but which also takes into con
sideration features resulting from diagenetic processes. 

Because Dunham's classification does not consider the identity of the carbon
ate grains, it may be desirable to use it in conjunction with another classification 
such as Folk's. Thus, a limestone identified as a packed oomicrite using Folk's 
classification could alternatively be called an oomicrite packstone using a combi
nation of Folk's and Dunham's classifications. Additional limestone classifications 
are discussed in the symposium volume edited by Ham ( 1962), and classifications 
for mixed carbonate and siliciclastic sediment are discussed by Mount ( 1985) and 
Zuffa (1980). 

The terms coquina, chalk, and marl are commonly used as informal names 
for carbonate rocks. A coquina is a mechanically sorted and abraded, poorly con
solidated carbonate sediment consisting predominantly of fossil debris; coquinite 
is the consolidated equivalent. Chalk is soft, earthy, fine-textured limestone com
posed mainly of the calcite tests of floating microorganisms, such as foraminifers. 
Marl is an old, rather imprecise, term for an earthy, loosely consolidated mixture 
of siliciclastic clay and calcium carbonate. 

6.7 ORIG I N  OF CARBONATE ROCKS 

The chemical weathering processes discussed in Chapter 1 release chemical ions 
from source rocks that eventually make their way, dissolved in groundwater and 
surface water, to lakes and the ocean. Bicarbonate ions ( HC03 -) may be added 
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also by interaction of water with atmospheric and soil C02• Most dissolved ions 
end up in the ocean, where they remain dissolved in seawater for periods ranging 
from hundreds to millions of years. The average time that a particular chemical el
ement remains in solution in the ocean before precipitating is called its residence 
time. Calcium ions ( Ca2+) have short residence times ( �1,000,000 years) and car
bonate ions {Cacol-l have even shorter residence times ( � 1 10,000 years).  

The importance of residence times is indicated by comparing the abundance 
of calcium and carbonate ions in river water to that of ocean water. Bicarbonate ions 
( HC03 - )  and carbonate ions (C032-) together make up almost 49 percent of the 
total dissolved solids in average river water but less than 1 percent of the dissolved 
solids in ocean water (Livingston, 1963; Mason, 1966). Calcium ions ( Ca2+)  make 
up about 12 percent of dissolved solids in river water but only about 1 percent of 
the dissolved solids in ocean water. The explanation for these differences in rela
tive abundance of carbonate, bicarbonate, and calcium ions in river water and 
ocean water is provided by examining the relative abundance of various kinds of 
nonsiliciclastic sedimentary rocks preserved in the geologic record. Measurements 
of the thickness and volume of different types of sedimentary rocks show that the 
chemically and biochemically deposited sedimentary rocks make up nearly one
fourth of all sedimentary rocks. The majority of these rocks are carbonate rocks, 
composed of calcium carbonate and calcium-magnesium carbonate minerals. Car
bonate ions, bicarbonate ions, and calcium ions have been preferentially removed 
from the oceans throughout geologic time to form carbonate rocks, thus account
ing for the low relative abundance of these ions in the modern ocean and for their 
short residence times. In this section, we explore the chemical/biochemical 
processes that control the removal of dissolved ions from the ocean to form car
bonate rocks. 

Limestones 

Chemistry of Calcium Carbonate Deposition 

The dissolution and precipitation of the calcium carbonate ( CaC03) minerals cal
cite and aragonite are controlled chiefly by pH, which in turn is largely controlled 
by the partial pressure of dissolved carbon dioxide in water. When carbon dioxide 
is dissolved in water, the following reactions can occur: 

COz + HzO � H2C03 ( carbonic acid ) 

H 2C03 <---> H+ + HC03- ( bicarbonate ion) 

HC03 - <---> H+ + C032- ( carbonate ion) 

(6.1) 

(6.2) 

(6.3) 

These reactions show that the dissociation of carbonic acid to hydrogen ions and 
bicarbonate ions (Equation 6.2) and the further dissociation of bicarbonate ions to 
hydrogen ions and carbonate ions (Equation 6.3) release free hydrogen ions, thus 
lowering the pH of the solution. The reaction shown in Equation 6.3 suggests that 
adding C02 to water increases the amount of co/- in the water. The reaction in 
Equation 6.2 generates H _,_  ions at a rate so much faster than the reaction indicated 
by Equation 6.3 generates carbonate ions, however, that adding C02 actually 
causes dissolution of carbonate ions by lowering pH (increasing acidity). 

If calcite or aragonite crystals are allowed to react with a carbonic acid solu
tion, these minerals are readily dissolved. This reaction can be summarized as  

H20 + COz + CaC03 <-----> Ca2+ + 2 HC03 
(calcite or 
aragonite ) 

(6.4) 
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Note by the presence of double arrows that this reaction is reversible. If equilibri-
um conditions are disturbed by loss of carbon dioxide, the concentration of hy-
drogen ions decreases and the pH increases. The reaction shifts toward the left, 
resulting in precipitation of solid CaC03. The partial pressure of carbon dioxide 
thus clearly exerts a major control on calcium carbonate precipitation. Anything 
that causes loss of carbon dioxide (Table 6.4) should theoretically trigger the onset 
of precipitation because dissolved carbon dioxide increases the acidity of water by 
releasing H" ions, as mentioned, although we shall see subsequently that inorgan-
ic precipitation of calcium carbonate caused by loss of C02 may not be as impor-
tant under natural conditions in the open ocean as suggested by Equation 6.4. 

Two principal inorganic mechanisms that can cause loss of carbon dioxide 
from water are ( 1 )  increase in temperature and (2) decrease in water pressure. An 
increase in temperature causes a decrease in the solubility of carbon dioxide (and 
other gases) in water; that is, an increase in temperature reduces the capacity of 
water to d issolve and retain carbon dioxide, resulting in escape of carbon d ioxide. 
Decrease in water pressure can also allow carbon d ioxide to escape. Under natur
al conditions, pressure may be lowered and more C02 absorbed by the atmo
sphere, by wave agitation caused by storm activity or breaking of waves in the 
surf zone or over shallow banks. Circulation of deep, pressurized waters to the 
surface can likewise release carbon dioxide, and even lowering of atmospheric 
pressure may cause slight loss of carbon dioxide from ocean water. 

In addition to its effect on C02 solubility, increase in temperature causes a 
decrease in the solubility of calcium carbonate minerals; that is, the calcium car
bonate solubility product decreases with increasing temperature. Decrease in sol
ubility means that a mineral will be more likely to precipitate under a given set of 
conditions. Thus, calcium carbonate deposition is favored in the more tropical 
areas of the ocean, where surface water temperatures may reach almost 30°C, 
compared to about one in the polar regions. 

The solubility of chemical constituents is affected also by salinity and the 
ionic strength of water (Table 6.4). Ionic strength is  a function of the concentration 
of ions in solution and the charges on these ions; thus, ionic strength increases as 
salinity increases. The solubility of calcium carbonate minerals is markedly de
creased at lower values of salinity because decrease in ionic strength decreases the 
concentration of foreign ions (e.g., Mg2+) other than Ca2+ and C03 . Foreign ions 
interfere with the formation of the calcium carbonate crystal structure, making it 
more difficult for calcite or aragonite minerals to grow and precipitate. Therefore, 
the solubility of calcium carbonate is several orders of magnitude lower in fresh 
water than in seawater (e.g., Degens, 1 965), meaning that calcium carbonate pre
cipitates more readily in fresh water than in seawater. On the other hand, the in
fluence of salinity on the solubility of calcium carbonate in the surface waters of 
the open ocean may be slight because these waters range in salinities only from 
about thirty-two to thirty-six parts per thousand (o/oo). 

This elementary discussion of carbonate solubility relationships is intended 
only to provide a very basic understanding of carbonate solubility and the factors 

Water 
condition 

Tempera ture 

Pressure 

Salinity 

Direction 
of change 

Increase 

Decrease 

Decrease 

Directed effect 

Loss of C02, increase in pH 

Loss of C02, increase in pH 

Decrease in activity of "foreign" cations 

"Dt'Cn'a� in CaC0.1 :·>oluhility = in<rease ln tcnd�._n<'y to pn•dpitatc. 

Effect on 
CaC03 solubility 

Decrease• 

Decrease 

Decrease 

Kind of 
CaC03 precipitated 

Micrite or ooids 

Micrite or ooids 

Micrite or ooids 
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that govern the precipitation of c arbonate minerals. See Morse and Mackenzie 
(1990) for a more rigorous discussion of carbonate geochemistry. 

Importance of Inorganic Precipitation 

According to the theoretical considerations illustrated in Equation 6.4, significant 
loss of carbon dioxide by any mechanism should lead to precipitation of calcium 
carbonate minerals. Does loss of carbon dioxide cause precipitation of calcium 
carbonate on an important scale in the open ocean environment today? Available 
data show that near-surface water in the modern ocean is oversaturated by more 
than six times with respect to calcite and more than four times with respect to arag
onite (Morse and Mackenzie, 1990, p. 217). Such gross oversaturation indicates a re
luctance of calcium carbonate minerals to precipitate. Why? There appear to be at 
least two reasons why calcium carbonate minerals may not precipitate in the mod
ern ocean as readily as suggested by the reaction in Equation 6.4. 

First, the magnitude of the pH changes that occur in the open ocean owing to 
loss of carbon dioxide is relatively small because seawater is a well-buffered solu
tion. Buffering occurs because a considerable portion of the carbon dioxide dis
solved in seawater forms undissociated H 2C03 rather than dissociating to H+ 
ions, HC03- ions, and co/- ions as predicted by Equations 6.2 and 6.3. This 
buffering reaction is caused by the high alkalinity of ocean water; that is, the high 
concentrations of bicarbonate and carbonate ions already present in surface wa
ters of the ocean inhibit breakdown of H2C03 to form still more of these ions. 
Therefore, the actual change in p H  in seawater caused by either gain or loss of car
bon dioxide is comparatively small, and the pH values of seawater in the open 
ocean rarely fall outside the range of 7.8 to 8.3 (Bathurst, 1975). 

Second, the presence of Mg2+ ions at the concentrations found in seawater 
has been shown experimentally to strongly inhibit the precipitation of c alcite 
( CaC03). Experiments by Berner (1 975) show that Mg2-'- is readily adsorbed onto 
the surface of calcite crystals and incorporated into their crystal structure. This 
nonequilibrium incorporation of Mg2+ into growing calcite crystals was interpret
ed by Berner as decreasing their stability, resulting i n  an increase in calcite solubil
ity. Thus, calcite crystals do not readily nucleate and grow in the presence of Mg2+ 
in seawater concentrations. See also Mucci and Morse (1983). Aragonite is also 
composed of CaC03 but has a different crystal structure (orthorhombic) from that 
of calcite (rhombohedral). Mg2+ ions appear to be less prone to sorb to aragonite 
nuclei and disrupt crystal growth. Therefore, aragonite is less affected by Mg2+ 
and has a tendency in the presence of Mg2-'- to precipitate in preference to calcite. 
Nonetheless, aragonite does not precipitate completely freely in ocean water, even 
in surface waters supersaturated with respect to calcium carbonate, possibly 
owing to formation of thin organophosphatic coatings on aragonite seed nuclei 
that inhibit their growth (Berner et a!., 1978). 

Although calcite does not precipitate freely in the modern ocean owing to 
the presence of abundant Mg2-'- ions, accumulating evidence suggests that calcite 
was precipitated in preference to aragonite at times in the geologic past (referred 
to as "calcite seas"} when the concentration of Mg2+ ions in the ocean was low 
(Sandberg, 1983; Stanley and Hardie, 1999). Stanley and Hardie link these times of 
calcite precipitation to high rates of seafloor spreading, which increases removal 
of Mg2+ from seawater b y  absorption into hot seafloor basalts. Thus, skeletal and 
nonskeletal carbonates deposited during early Cambrian-middle Mississippian 
and middle Jurassic-late Tertiary were dominantly low-magnesium calcite, 
whereas those deposited during middle Mississippian-middle Jurassic and late 
Tertiary-Quaternary were dominantly aragonite and high-magnesium calcite 
(Fig. 6.9). Seas that preferentially precipitate aragonite are referred to as "arago
nite seas" (Stanley and Hardie, 1999). 
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The most favorable times for precipitating aragonite + high-magnesian 
calcite skeletal and nonskeletal carbonates, and low-magnesian calcite 
skeletal and nonskeletal carbonates in the Phanerozoic (post
Precambrian) ocean .  The ocean during times of dom inantly aragonite 
precipitation is referred to as an "aragonite sea" and during times of 
dominantly low-magnesian calcite precipitation as a "cal cite sea." [Based 
on Stanley and Hardie, 1 999, and Sandberg, 1 983.] 

The generation of ooids provides an example of what appears to be largely 
IIIorganic precipitation of CaC03. Ooids in modern environments consist mainly 
of aragonite, whereas many ancient ooids may have precipitated as calcite. Ooids 
form mainly under high-energy, agitated-water conditions in warm waters that 
are supersaturated with calcium carbonate. Warming and evaporation of cold 
ocean water driven onto shallow banks by tidal currents result in supersaturation 
of the water. Currents and waves keep the grains moving and intermittently sus
pended, �llowing more or less even precipitation of calcium carbonate on all sides 
of the grains. Both supersat uration of the water and intermittent burial and resus
pension of the ooids owing to agitat ion appear to be necessary for most ooids to 
form, although some ooids are known to form in quiet water. Cyanobacteria m 

other microorganisms may influence the formation of ooids-possibly by ;trap
ping carbonate grains on organic films or by mediating carbonate precipitation 
through removal of C02. The quantitative importance of organic influences on the 
formation of ooids is not well understood (Tucker and Wright, 1990, p. 6). 

The Role of Organisms in Precipitation of Calcium Carbonate 

Precipitation of minerals from water is fundamentally a chemical process; howev
er, chemical processes can be aided in a variety of ways by organisms. Although 
purely inorganic precipitation of calcium carbonate minerals from normal-salinity 
seawater or fresh water apparently can occur, it may be less common today than 
precipitation aided in some way by organic processes (Table 6.5). Furthermore, ge
ologic evidence suggests tl'\at organisms may have played a significant role in car
bonate sedimentation throughout most of Phanerozoic (post-Precambrian) time, 
and some organisms (e.g., bacteria) may also have mediated carbonate precipita
tion during Precambrian time. The various ways that organisms may influence 
carbonate sedimentation are discussed below. 

Dired Extraction of CaC03 from Water to form Skeletal Elements. The most impor
tant role that organisms play in forming carbonate sediment is probably the direct 
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�ble 6.$ Effects of organic activity on CaC03 precipitation 

Kind of 
organic activity 

Extraction of CaC03 
from seawater 
or fresh water 

Photosynthesis 

Decay of soft tissue 

Feeding, sediment 
ingestion 

Bacterial activity 

Immediate effect 

Promotes skeletal growth: 
Shells or tests 

Internal "stiffeners" 

Removes C02 from 
water; pH increases 

May increase alkalinity; 
pH increases 

Reshapes sediment 

Promotes CaC03 
precipitation 

Ultimate effect 

Forms silt- to gravel-size allochems 
upon death of organism 

Forms micrite (carbonate mud) 
upon death of organism 

Promotes precipitation of micrite 
or ooids 

Promotes precipitation of CaC03 

Generates pellets 

Promotes precipitation of micrite, 
generates peloids, calcifies 
microbial mats 

removal of dissolved carbonate constituents to build skeletal structures. The exact 
mechanisms by which organisms remove dissolved substances to build their 
shells or tests is not well understood, but the process is very common. Marine in
vertebrates that build protective shells or other skeletal structures of calcium car
bonate range from freely drifting, planktonic species such as foraminifers and 
pteropods (winged marine snails) to bottom-dwelling benthonic organisms such 
as calcareous algae, corals, molluscs, and echinoderms. They can remove CaC03 
not only from calcium-carbonate-saturated surface waters in tropical regions, but 
also from less saturated waters in temperate and colder regions. For example, 
shell sands and gravels are important deposits of the modern seafloor in shallow, 
cool water at high latitudes (e.g., Farrow, Allen, and Akpan, 1984; James and 
Clarke, 1997). Some organisms build skeletal materials from (low-magnesian) cal
cite, whereas others build skeletal material from high-magnesian calcite or arag
onite. The importance of biologic removal of calcium carbonate from the oceans 
is demonstrated by the fact that most Phanerozoic limestones contain some rec
ognizable calcium carbonate fossils, and many are composed dominantly of such 
remains. Also, large areas of the modern ocean floor are covered by calcareous 
oozes composed dominantly of the tests of foraminifers, one-celled algal coccol
ithophores, and pteropods. 

Because calcium-carbonate-secreting organisms exist in huge numbers in 
some parts of the ocean, disintegration of their skeletal remains after death has the 
potential to supply large quantities of carbonate sediment of various sizes to the 
ocean floor. Some skeletal material consists of the shells of large invertebrate or
ganisms such as pelecypods, gastropods, brachiopods, and corals. These large 
shells can become fragmented into sand-size or smaller pieces owing to biogenic 
activity or physical breakage. The calcareous tests of some invertebrates such as 
foraminifers and pteropods are sand size, and the tests of nannofossils such as 
coccoliths are fine-silt size. Some calcareous algae disintegrate to form sand-size 
carbonate grains (e.g., Hillis, 1991; Hudson, 1985), whereas others yield mud-size 
grains. For example, some red and green algae, such as some species of Halimeda, 
Penicillis, and Udotea, have calcareous skeletal elements composed of tiny, needle
like aragonite crystals that are deposited within intercelluar spaces (e.g., Macin
tyre and Reid, 1995) and act as stiffeners for soft tissue. When these organisms die, 
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bacterial and chemical decomposition of the binding tissue releases the skeletal 
particles. This decay process yields a fine lime mud (micrite) composed of elon-
gated aragonite crystals, 3-10 mm long, and very small ( <1 mm} equant crystals 
(Macintyre and Reid, 1992, 1995). 

Early quantitative studies of the rate of production of aragonite by disinte
gration of calcareous algae in the Florida Reef Tract (Stockman, Ginsburg, and 
Shinn, 1967) and in the Bahamas (Neumann and Land, 1975) led to the conclusion 
that much or all of the aragonite mud deposited in these areas in the recent geo
logic past could have been supplied by skeletal disintegration of calcareous algae. 
On the other hand, subsequent observations by Shinn et al. (1989), suggest that only 
10-20 percent of the carbonate mud in the Bahamas is algal carbonate, a suggestion 
supported by observations on crystal shape by Macintyre and Reid ( 1992) and the 
biochemical studies of Robbin and Blackwelder (1992). Nonetheless, many work
ers agree that disintegration of the skeletal elements of calcareous algae into fine 
detritus constitutes a major process for forming carbonate sediments in lagoons, 
reefs, and fore-reef slopes (e.g., Hillis, 1991; Hudson, 1985; Multer, 1988). Unfortu
nately, it does not appear possible at this time to provide quantitative estimates of 
the relative importance, in the modern ocean as a whole, of algal disintegration vs. 
precipitation of CaC03 owing to C02 loss. Such estimates become even more ten
uous when we consider ancient carbonate rocks in the stratigraphic record. 

Removal of COz from Water by Photosynthesis. Another type of organic activity 
that may be important to the formation of carbonate rocks is removal of carbon 
dioxide from water by photosynthesizing plants. As mentioned, any process that 
removes carbon dioxide from the water facilitates carbonate precipitation by in
creasing the pH. Aquatic plants remove carbon dioxide from water during photo
synthesis as shown by the following relationship: 

6H20 + 6C02 --4 C6H 1206 + 602 

(water + carbon dioxide --4 carbohydrates + oxygen } (6.5) 

Blue-green algae (cyanobacteria), photosynthesizing bacteria, and small phyto
plankton such as diatoms, dinoflagellates, and coccoliths are the most important 
users of carbon dioxide in the marine realm. The activities of photosynthesizing 
organisms are at a peak in sunlight and at a minimum in the dark; therefore, the 
carbon dioxide content of water in which active photosynthesis is taking place can 
vary measurably from day to night. Removal of C02 by organisms thus decreases 
the acidity of the water (increases pH). 

Bacterial Mediation of Precipitation. Bacteria may play an indirect role in precipi
tation of some carbonate sediment. For example, Chafetz (1986) suggests that 
some marine peloids originated as a fine-grained precipitate of high-magnesian 
calcite within and around active clumps of bacteria. Bacteria may also promote 
precipitation of calcium carbonate on dead cyanobacteria, leading to lithification 
of microbial mats to stromatolites (Buczynski and Chafetz, 1993; Chafetz, 1994). 
Microbial-mediated calcium carbonate precipitation is related to photosynthesis 
and ion transport through cell walls. Calcification occurs just outside cell walls in 
an alkaline microenvironment, which is generated as Ca2+ is exported from the 
cell in exchange for uptake of 2H+. Calcification results from either uptake of C02 
(microalgae) or HC03- (cyanobacteria). Excess inorganic carbon within the cell 
wall can be absorbed from the cell into the microalkaline environment, providing 
an additional source of carbon for calcification (Yates and Robbins, 2001). The 
overall importance of bacterial mediation of carbonate production throughout ge
ologic time is not known; however, some microbiologists (e.g., Castainer, Le Me
tayer-Levrel, and Perthuisot, 1997; 1999) suggest that it may have been significant 
(see also Camoin, 1999). 
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Decay of Dead Organisms. Decay of dead organisms also affects pH. Decay can 
release various organic acids and carbon dioxide to the water, causing acidity to 
increase (pH decreases). On the other hand, some decay products can be alkaline 
(pH increases). Alkalinity may be increased because organic matter is degraded 
through sulfate reduction by bacteria (e.g., Bernasconi, 1994). Increase in alkalini
ty favors CaC03 precipitation. 

Generation of Pellets. As mentioned in Section 6.4, many carbonate peloids are 
fecal pellets, generated by organisms such as sea cucumbers, mollusks, and 
worms. These organisms ingest calcium carbonate muds to obtain nutrients and 
extrude the remains as pellets. This process does not generate new carbonate sed
iments; it merely reshapes the sediment into a few form. 

Relative Importance of Inorganic and Organic Precipitation 
of Calcium Carbonate 

The organic production of sand- and gravel-size skeletal debris has unquestion
ably made a significant contribution to the overall budget of carbonate sediment 
throughout Phanerozoic time. The most controversial carbonate deposits, how
ever, are the huge volumes of nonfossiliferous carbonate mud (micrites) present in 
both the Precambrian and Phanerozoic stratigraphic record. Did these thick suc
cessions of carbonate muds originate through inorganic processes or did organ
isms participate in some way? 

An interesting phenomenon that may have a bearing on this question is the 
formation of whitings in such warm-water areas as the Bahamas, the Persian Gulf, 
and the Dead Sea. The sudden appearance of these whitings, which are milky 
patches of surface and near-surface water caused by dense concentrations of sus
pended aragonite crystals, has been suggested to result from spontaneous, large
scale, instantaneous physico-chemical nucleation of aragonite crystals in waters 
supersaturated with calcium bicarbonate, i.e., inorganic precipitation. This view 
has been challenged by other workers who propose that mechanisms such as re

suspension of aragonite mud from the shallow seafloor by wave action, turbulent 
tidal flow, turbulent boundary flow, or stirring up of mud by bottom-feeding fish 
are responsible for whitings, rather than spontaneous nucleation and precipitation 
of aragonite. Recent isotopic studies by Shinn, Holmes, and Marot (2000) indicate, 
however, that whitings are probably not the result of resuspension mechanisms, 
leaving open the question of exactly how they do form. The weight of opinion ap
pears to be shifting toward microbially mediated precipitation by photosynthesiz
ing microalgae or cyanobacteria as the likely origin of whitings (e.g., Robbins, Tao, 
and Evans, 1997; Yates and Robbins, 2001). 

Does this mean that most lime mud precipitation was organically mediated? 
Let's consider carbonate deposition during the Precambrian. Judging from the 
abundance of calcareous skeletal fragments and whole fossils in Phanerozoic 
limestones, the removal of calcium carbonate from seawater owing to some aspect 
of organic activity may have been an important mechanism for forming carbonate 
sediments since at least early Paleozoic time--although the relative importance 
of biotic and abiotic precipitation of carbonates may have varied throughout this 
time. We have a more difficult time explaining the formation of Precambrian 
limestones. The Precambrian record contains impressive thicknesses of carbonate 
rocks (e.g., as much as 1000 m in Glacier National Park, Montana and Alberta) 
that, as far as we know, were deposited before the widespread appearance of 
calcium-carbonate-secreting organisms. Thus, it does not seem likely, on the 
basis of available evidence, that shelled organisms were directly responsible for 
deposition of large volumes of Precambrian limestone. Few, if any, Precambrian 
organisms could extract CaC03 to build skeletal elements. Blue-green algae 
(cyanobacteria) and other photosynthesizing bacteria may have played an indirect 
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role in the precipitation of calcium carbonate through photosynthetic removal of 
carbon dioxide and by trapping and binding of fine carbonate sediment to form 
stromatolites. Cyanobacteria appear to have been particularly abundant in Pre-
cambrian time, possibly owing to fewer numbers of grazing organisms that fed on 
the algal mats. 

The problem of Precambrian carbonate deposition is considered in detail in a 
recent monograph entitled "Carbonate sedimentation and diagenesis in the evolv
ing Precambrian world," edited by Grotzinger and James (2000a). Early Precambri
an (Archean) carbonate deposition was particularly characterized by precipitation 
of aragonite and high-magnesian calcite directly onto the seafloor as encrustations 
of both inorganic and microbial origin. Carbonate facies include large (up to 
meter-scale), upward-divergent "crystal fans" of calcite and dolomite, which re
place original aragonite and high-magnesian calcite. Other facies include carbon
ate muds, stromatolites, and ooid-intraclast grainstones. Grotzinger and James 
(2000b) suggest that the common precipitation of aragonite and calcite directly on 
the seafloor in Archean time took place because the Precambrian surface seawater 
was substantially oversaturated with respect to calcium carbonate, well above the 
factor of 2-5 that is typical of the oceans today. Abiotic (inorganic) precipitation 
appears to have tapered off in later Precambrian (Proterozoic) time, as microbially 
mediated precipitation increased, suggesting a gradual depletion of the highly 
oversaturated Archean seawater. 

Physical Processes in Carbonate Deposition 

Calcium carbonate fossils, skeletal fragments, ooids, and other carbonate grains 
are subject to the same physical transport processes in the ocean as terrigenous 
grains. Thus, ultimate deposition of most limestones occurs through fluid-flow 
and sediment gravity-flow processes. Limestones may, therefore, display many of 
the same bedding characteristics and sedimentary structures as terrigenous sedi
mentary rocks. 

Depth Control of Calcium Carbonate Production 

When precipitation of a mineral phase just equals dissolution, the solution is in 
equilibrium with the solid and is said to be saturated with this mineral phase. A 
solution that precipitates a mineral is supersaturated, and a solution that dis
solves the mineral is undersaturated. Much of the warm surface water of the 
modern ocean is supersaturated with calcium carbonate. Little inorganic CaC03 
may actually be precipitating in these waters, however, owing to Mg inhibition or 
other factors discussed. This condition of supersaturation changes rapidly with 
depth. The degree of calcium carbonate saturation drops off abruptly in waters 
below the surface layer; at depths greater than a few hundred meters, seawater is 
undersaturated. The saturation of surface waters likewise decreases in colder wa
ters of h igh latitudes. 

The undersaturated state of deeper waters is a function of several factors, al
though increase in carbon dioxide partial pressure is one of the most important 
variables. In shallower water, C02 production is increased closer to the ocean 
floor by the respiration of benthonic organisms. Oxidation of organic matter on 
the seafloor in both shallow and deeper water also increases C02 production. Fur
thermore, colder water found at depth can contain more dissolved C02 than 
warmer surface waters. Both decrease in temperature and increase in hydrostatic 
pressure with depth cause an increase in the solubility of calcium carbonate and 
thus the corrosiveness of seawater. 

Because of decreasing calcium carbonate saturation of seawater with depth, 
calcium carbonate production is confined mainly to the very shallow water areas 
of the ocean and to the supersaturated surface waters of the deeper ocean. These 
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are the waters in which most calcium-carbonate-secreting organisms live. Calcium 
carbonate dissolution prevails in the deeper, undersaturated waters. The rate of 
dissolution does not, however, increase in a linear fashion with depth. Experi
ments in which calcite spheres were suspended on moorings at different depths in 
the ocean have demonstrated only slight corrosion of the spheres above a depth of 
about 3500 m, but solution of the spheres increased abruptly at that depth (Peter
son, 1966). Effective solution of calcium carbonate thus occurs only at relatively 
great depths in the ocean (and to some extent in very cold, high-latitude surface 
waters). The particular depth at any locality at which the rate of dissolution of cal
cium carbonate equals the rate of supply of calcium carbonate to the seafloor, so 
that no net accumulation of carbonate takes place, is called the calcium carbonate 
compensation depth (CCD). The position of the calcium carbonate compensation 
depth has been compared to the snowline of mountain ranges. Where biogenic 
oozes are accumulating in the modern ocean, white carbonate oozes cover elevat
ed areas of the seafloor above the ceo but give way to brown or gray pelagic 
clays or siliceous oozes below. In different parts of the modern ocean, the CCD 
ranges in depth from about 3500 to 5500 m, because of differences in rates of pro
duction of CaC03 in surface waters and variations in the factors that control car
bonate saturation. The average depth of the CCD in today' s ocean is  about 4500 m .  
(The average depth o f  the modern ocean is about 3800 m; depth ranges to slightly 
more than 11,000 m.) 

Dolomite 

General Statement 

Dolomites are calcium carbonate rocks composed of more than 50 percent of the 
mineral dolomite [CaMg(C03h]. To differentiate the rock from the mineral, 
dolomites are sometimes referred to as dolostones or dolomite rock. They are 
abundant and widely distributed in the geologic record, ranging in age from Pre
cambrian to Holocene, although the greatest volumes of dolomites are Paleozoic 
and older. Dolomites occur in close association with limestones and in many 
stratigraphic units as interbeds in the limestones; they are also commonly associ
ated with evaporites. 

Because dolomites recur so frequently in the stratigraphic record, they must 
have formed under environmental conditions that were relatively common and 
that were repeated again and again in various localities. Dolomites have been 
studied very extensively; therefore, in theory, we ought to understand their origin 
quite well. On the contrary, the origin of dolomites remains one of the most thor
oughly researched but poorly understood problems in sedimentary geology. Al
though it is clear from the presence of relict limestone textures and structures that 
many coarsely crystalline dolomites are secondary rocks, formed by diagenetic re
placement of older limestones, many fine-crystalline dolomites lack such textural 
evidence of replacement and cannot be proven to have originated by diagenetic 
alteration of limestones. It is these fine-crystalline dolomites that have created the 
so-called dolomite problem, which geologists have not been able to satisfactorily 
solve since dolomites were first recognized by the French naturalist Deodat de 
Dolomieu more than 200 years ago in 1791 (Zenger, Bourrouilh-Le Jan, and 
Carozzi, 1994; see also review by Warren, 2000). 

The dolomite problem arises from the fact that scientists have not yet been 
successful in the laboratory in p recipitating perfectly ordered dolomite at the 
normal temperatures ( �25°C) and pressure ( - 1  atm) that occur at Earth's sur
face. Perfectly ordered dolomite has 50 percent of the cation sites filled by Mg 
and 50 percent filled by Ca (stoichiometric dolomite). Elevated temperatures, ex
ceeding 60°C, are required to produce stoichiometric dolomite in the laboratory 
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(e.g., Usdowski, 1994). In laboratory experiments carried out at the normal tem-
peratures found in natural environments, only a dolomite-like material called 
protodolomite forms. Protodolomite contains excess CaC03 in its structure and is 
not a true (stoichiometric) dolomite; see also discussion by Lumsden and Lloyd 
(1997). Thus, geochemists have been unable to determine directly from low-tem-
perature experimental work what geochemical conditions favor the precipitation 
of dolomite in natural environments. Nonetheless, geologic evidence suggests 
that dolomite does form naturally at, or near, near-surface temperatures. 

Since the mid-1940s, minor modern dolomite sediments have been reported 
from numerous localities, including some in Russia, South Australia, the Persian 
Gulf, the Bahamas, Bona ire Island off the Venezuela mainland, the Florida Keys, 
the Canary Islands, and the Netherlands Antilles. Ages of these dolomites are es
timated by radiocarbon methods to range from a few years to about 4000 years. 
Most are not perfectly ordered dolomites; mole percent MgC03 ranges from 
about 30 to 50 percent but falls mainly between 40 and 46 percent. Discovery of 
dolomite in modern environments was initially hailed as evidence by some 
workers that dolomite can be precipitated naturally as a primary deposit. Others 
suggested that these modern dolomites formed by replacement, that is, rapid al
teration of an initial precipitate of CaC03 to dolomite-a process called 
dolomitization. Subsequent research has failed to establish unequivocally the 
relative importance of dolomite precipitation versus dolomite replacement in the 
origin of these early-formed, or penecontemporaneous, dolomites. Both mecha
nisms remain viable. 

Early-formed dolomites include all those formed at or near the surface in 
the unconsolidated state as opposed to diagenetic dolomites that formed d uring 
burial and uplift by replacement of older, consolidated limestones. The volume 
of dolomite in the modern environment is small. Thus, an additional aspect of 
the dolomite problem has to do with the following question: Can the processes 
responsible for generation of early-formed dolomites account for the vast 
dolomite deposits of the past? That question is still being debated, and you will 
not find the answer here; however, it may be useful to examine some of the 
conditions that appear to favor the early formation of dolomite in modern en
vironments. By extension, we may be able to gain some insight into the forma
tion of ancient dolomite deposits. 

Requirements for Dolomite Formation 

The chemical reactions of interest with respect to formation of dolomite are as 
follows: 

Ca2+(aq) + Mg2 r(aq) + 2CO/-(aq) CaMg(C03)2 (solid) (6.6) 

2CaC03 ( solid) + Mg2+(aq) CaMg(C03h (solid) + Ca21 ( aq)  (6.7) 

Equation 6.6 illustrates the direct precipitation of dolomite from aqueous solution; 
Equation 6.7 illustrates replacement of calcite or aragonite by dolomite. As sug
gested at the beginning of this discussion, the problem with the reaction shown in 
Equation 6.6 is that this reaction requires temperatures far in excess of normal sur
face temperatures. The reasons why such high temperatures are necessary are far 
from well understood, but the problem is certainly related to kinetics (reaction 
rates). For example, it has been pointed out by a number of workers, such as Gains 
(1980), that the Mg2+ ion is strongly bound by water (hydrated) in solution and 
must be separated from the attached water before it can be incorporated into the 
solid dolomite crystal lattice. At low temperatures, Ca2+ ions, which are much less 
strongly bound by water, are more likely to enter the lattice and form CaC03 min
erals. At elevated temperatures, Mg2+ ions are less strongly hydrated and thus 
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more easily desolvated, allowing the naked Mg2+ ion to enter into the crystal lat
tice to form dolomite. The highly ordered state of dolomite also creates a kinetics 
problem at low temperatures. The nucleation and growth of the highly ordered 
dolomite lattice in a solution saturated in calcium bicarbonate are so slow that, in 
competition for calcium ions and carbonate ions, well-ordered dolomite is pre
vented from forming, and minerals such as aragonite or cation-disordered, high
magnesium calcites form instead. For additional discussion of the kinetics of 
dolomite formation, see Machel and Mounljoy (1986). 

Models for Early-Formed Dolomite 

As mentioned, the relative importance of dolomite precipitation vs. dolomitiza
tion (replacement) is not known; nonetheless, many geologists dearly believe that 
dolomitization was an important process in forming ancient dolomites. Much of 
the recent and current research on dolomites has thus focused on attempts to un
derstand the mechanisms of dolomitization. Theoretical considerations suggest 
that dolomite formation is favored kinetically by high Mg2+ /Ca27 ratios, low 
Ca2+ /CO/- ratios, and low salinity {Machel and Mounljoy, 1986). It is favored 
also by higher temperatures, as mentioned. In fact, at temperatures exceeding 
about lOO"C, most kinetic inhibitors, such as Mg2+ hydration, become ineffective. 

By examining the various conditions under which dolomites in modern en
vironments are forming, three principal models that meet, in one way or anoth
er, the conditions favorable for dolomite formation, particularly dolomitization 
have been proposed: (1) the hypersaline (sabkha, evaporation, reflux) model, (2) 
the mixed-water (mixing-zone) model, and (3) the seawater (shallow-subtidal) 
model {Fig. 6.10). Models 1 and 3 invoke seawater, concentrated by evaporation 
in the case of Modell, as the dolomitizing fluid. Model 2 requires mixing of sea
water and fresh (meteoric) water. 

Hypersaline Model. Many known occurrences of modern or Holocene dolomite 
are in hypersaline environments such as the sabkhas (coastal plains characterized 
by the presence of evaporites) of the Persian Gulf and the supratidal zones of arid 
climates (e.g., 6.11). Under strongly evaporative conditions, where rates of 
evaporation exceed rates of precipitation, seawater beneath the sediment surface 
becomes concentrated by evaporation. This concentration process leads to precip
itation of aragonite and gypsum, which preferentially removes Ca2� from the 
water and increases the Mg/Ca ratio. The Mg/Ca ratio in normal seawater is 
about 5:1. When this ratio rises to sufficiently high levels, possibly in excess of 

A, Hypersaline Model C. Seawater Model 

rainfall 

Figure 6.10 
Dolomite models. Schematic representation of various conditions under which dolomitiza
tion may occur: A. Intense evaporation and brine reflux. B. Mixing of meteoric and marine 
porewaters. C. Pumping or flushing normal seawater through carbonate sediments. 
Arrows indicate the principal direction of fluid flow. 
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Abu Dhabi sabkha, Persian Gulf. Schematic representation of a typical sabkha environ
ment in which penecontemporaneous dolomite forms, commonly in association with gyp
sum and anhydrite, owing to evaporitic concentration of Mg. [After Butler, G. P., 1 969, 
Modern evaporite deposition and geochemistry of coexisting brines, the sabkha, Trucial 
coast, Arabian Gulf: jour. Sed .  Petrology, v. 39, Fig. 2, p. 72, reprinted by permission.] 

10:1, dolomite is believed to form. One mechanism by which brines are concen
trated involves evaporation of capillary water in the sediments of the sabkhas. 
Upward flow of water from the saturated groundwater zone replaces the water 
lost by capillary evaporation, a process called evaporative pumping. Brines may 
also be concentrated in surface ponds or bays by surface evaporation of water. 
These concentrated brines have higher density than that of normal seawater, 
causing them to sink downward. Flushing of large volumes of Mg-rich brine 
downward through calcium carbonate sediment can putatively bring about 
dolomitization, a process referred to as seepage refluxion (Fig. 6.10A). 

The overall volume of dolomite that forms in sabkha environments is be
lieved to be relatively small, and there is still considerable controversy with regard 
to the exact mechanism by which the dolomite forms. It is not definitely known if 
it forms by replacement of aragonite or high-magnesian calcite (dolomitization) or 
if it forms as a primary precipitate of disordered protodolomite, which presum
ably later develops better ordering to become true dolomite. See Hardie (1987) 
and Purser, Tucker, and Zenger (1994a) for additional discussion of this topic. 

Mixing-Zone Model. Several studies published since the early 1970s (e.g., Han
shaw, Back, and Deike, 1971; Badiozamani, 1973; Folk and Land, 1975) have sug
gested that brackish ground waters produced by mixing of seawater with meteoric 
water could be saturated with respect to dolomite at Mg2+ /Ca2+ ratios much 
lower than those required under hypersaline conditions. Mixing of fresh water 
and saline water in environments such as the subsurface zones of coastal areas 
where meteoric waters come in contact with seawater (Fig. 6.10B) is suggested to 
lower salinities sufficiently so that dolomites can form at M g2+ /Ca2+ ratios rang
ing from normal seawater values of about 5:1 to as low as 1:1 (Fig. 6.1 2). Presum
ably, dolomite can form at lower Mg2+ /Ca

2+ ratios in these mixed waters 
compared to seawater because of less competition by other ions in the less saline 
water. The mixing-zone model, or variations thereof, has been referred to also as 
the Dorag model (Badiozamani, 1973) and the schizohaline model (Folk and 
Land, 1975). 
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Figure 6.12 
The preferred fields of oc-
cu rrence of dolomite, cal-
cite, magnesian-calcite, and 
aragonite plotted as a tunc-
tion of salinity and Ca/Mg 
ratios. Note that dolomite 
can putatively form at pro-
g ressively smaller Mg/Ca 
ratios with decreasing 
salin ity owing to slower 
crystallization rates and rei-
ative scarcity of competing 
foreig n ions at low salini-
ties. [After Folk, R. L., and L. 
S. Land, 19 75, Mg/Ca ratio 
and sal inity: Two controls 
over crystallization of 
dolomite: Am. Assoc. Petro-
leum Geologists Bull., v. 59, 

Fig. 1, p. 61, reprinted by 
permission.] 
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Although the mixing-zone dolomite model has attracted many proponents, 
it has also come under some fairly devastating attacks. For example, Hardie 
(1987) points out that Badiozamani, in his original (1973) calculations for the 
model, used the solubility values of less soluble ordered dolomite when he 
should have used the values of more soluble, less ordered, Ca-rich dolomite 
(which is the kind of dolomite that actually forms under surface temperatures). 
Hardie also maintains that there is no actual documentation that dolomite can 
form at Mg/Ca ratios of 1:1, nor is there hard evidence that demonstrates the spe
cial power of low-salinity conditions to produce cation-ordered dolomite. Machel 
and Moun�oy (1986) further point out that dolomite does not form in most mod
ern freshwater/seawater mixing zones, and where it does form, the volume of 
dolomite is small. Purser, Tucker, and Zenger (1994b) observe that mixed waters 
are potentially capable of dolomitization; however, the true significance of the 
mixing zone may be more in its role of inducing fluid movem.ents in the marine 
groundwater below. 

Seawater (Shallow Subtidal) Model. In the hypersaline model, seawater modified 
by evaporation processes is required for dolomitization. A few workers have pro
posed that early dolomitization can also take place in normal, unmodified sea
water. According to the concept embodied in this model, dolomitization can occur 
in normal seawater if a sufficient volume of seawater is forced through the sediment 
so that each pore volume of water in the sediment is constantly being renewed with 
new seawater (e.g., Carballo, Land, and Miser, 1987; Land, 1991). Thus, new Mg2+ is 
constantly being supplied while replaced Ca2+ ions and other ions that might "poi
son" the dolomite crystal structure are removed. As an example, Carballo, Land, 
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and Miser (1987) report an area of Sugarloaf Key, Florida, where seawater is forced 
upward and downward through Holocene carbonate mud during rise and fall of 
seawater accompanying spring tides, a process they call tidal pumping. Owing to 
the large volume of seawater driven through the sediment by this mechanism, 
large quantities of M g2+ are imported into the sediment, and pore fluids are con-
stantly being replaced by new fluids. Under these conditions, dolomite is forming 
in the sediment even though little or no evaporation of the seawater has oc-
curred. Carballo, Land, and Miser suggest that dolomite forms both by precipi-
tation as a cement and by later replacement of preexisting crystallites. 
Dolomitization might also occur during a sea level rise (Fig. 6.10C) as marine 
porewaters move landward within a platform (e.g., Tucker, 1993). Although the 
seawater model has some problems, many geologists are apparently convinced 
that normal seawater has been a major dolomitizing medium in the past (Purser, 
Tucker, and Zenger, 1 994b ). 

Other Factors Affecting Early Dolomitization 

Experimental work on the formation of dolomite at 200°C by Baker and Kastner 
(1981) demonstrated that the presence of dissolved sol- inhibits the formation of 
dolomite. Extrapolating their experimental results to lower temperatures, they 
suggest that the reason for the scarcity of dolomite in open-marine environments 
is dissolved Sol- in seawater. Dissolved Sol- ions can allegedly inhibit the 
dolomitization of calcite at sol- values as low as 5 percent of their seawater 
value. Thus, according to these authors, any process that removes S042- from sea
water (e.g., bacterial reduction of so/-; precipitation of calcium sulfate 
(Ca504 • 2Hz0]) favors the formation of dolomite . Subsequent experimental work 
by Morrow and Abercrombie (1994) confirms that dissolved sulfate at a concen
tration of 0.005M retards, but does not prevent, dolomitization of calcite at high 
temperatures. These authors suggest that the observed rates of dolomitization 
may be due to dissolution of calcite at a more rapid rate in a sulfate-free environ
ment at high temperatures because of its greater degree of undersaturation. 

Bacteria may play a role in precipitation of dolomite under some conditions 
(e.g., Bernasconi, 1994; Goumay, Folk, and Kirkland, 1 997; Vasconcelos and 
McKenzie, 1997; Wright, 2000). For example, Vasconcelos and McKenzie (1997) re
port precipitation of dolomite at normal earth-surface temperatures in black, or
ganic-rich sediments in a shallow-water coastal lagoon (Lagoa Vermelha) near Rio 

. de Janeiro, Brazil. They attribute precipitation to the activities of sul.fate-reducing 
anaerobic bacteria . Precipitation apparently occurs owing to the release of excess 
Mg along with other by-products of sulfate reduction. Saturation of Mg on the 
submicron scale in microenvironments around the cell bodies creates conditions 
favorable for preferential precipitation of dolomite. The precipitate is a Ca-rich 
dolomite that undergoes ageing with time to increase ordering. In addition to ob
servations in Lagoa Vermelha, dolomite was produced in the laboratory by using 
sulfate-reducing bacteria cultured from Lagoa Vermelha (Vasconcelos and 
McKenzie, 1995; Warthmann et aL, 2000; Van Lith et al., 2003). 

Changes in Climate and Ocean Chemistry 

A<f:, discussed, the concentration of Mg2+ ions in the ocean was higher during peri
ods of "aragonite seas," when rates of seafloor spreading and sea levels were low, 
than during periods of "calcite seas" when substantial amounts of Mg2+ were 
being absorbed onto hot seafloor basalts. Thus, dolomite precipitation may have 
been favored in aragonite seas. 

Also, ocean temperature appears to have an effect on dolomite precipitation. 
During times of rapid seafloor spreading (and high sea level), C02 levels in the 
atmosphere are high owing to increased rates of C02 outgassing related to high 
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rates of seafloor spreading. High concentrations of C02 in the atmosphere gener
ate a "greenhouse" (hothouse) effect because C02 prevents heat Joss from Earth 
and leads to global warming. Lower concentrations are present during low rates 
of seafloor spreading and lower sea level, producing so-called "icehouse" condi
tions. Some earlier observers (e.g. Givens and Wilkinson, 1987) reported that 
dolomite is more common in rocks deposited during greenhouse conditions than 
during icehouse conditions. Arvidson, Mackenzie, and Guidry (2000) suggest that 
increased atmospheric temperature results in increased rates of terrestrial weath
ering of siliciclastic and carbonate rocks and correspondingly increases rates of 
transfer of dissolved carbon, mainly as bicarbonate (HCo3·), to the ocean. This 
increase in ocean bicarbonate apparently causes greater supersaturation of ocean 
water "vith respect to dolomite than to calcite. Thus, dolomite precipitation is fa
vored during warm , greenhouse conditions. 

Subsurface (Burial) Dolomite 

As mentioned, much dolomite in the geologic record has relict textures that in
dicate the dolomite was formed by replacement (dolomitization) of a precursor 
limestone. Such dolomitization appears to have taken place in the subsurface 
much later (perhaps millions to hundreds of millions of years later) than the 
time of formation of penecontemporaneous dolomite. For example, Mountjoy 
and Amthor (1994) report that massive replacement dolomites form 50-90 per
cent of all Devonian dolomites in the Western Canada Sedimentary Basin and 
that dolomitization took place both in the intermediate (500-1500 m) to deep 
( 1500-3000 m) subsurface. 

Reasoning from the concepts presented in the seawater model above, the 
problem of understanding late-stage, large-scale subsurface dolomitization may re
duce mainly to finding a mechanism for circulating large volumes of Mg-rich water 
(normal seawater, modified seawater, basin brines, evaporite brines) deep into the 
subsurface. At the higher temperatures present in the subsurface, dolomitization 
can apparently take place readily in any buried limestone that has sufficient poros
ity and permeability to allow circulation of large volumes of Mg-bearing water. 
Several mechanisms have been suggested to drive circulation of fluids down or up 
through buried limestones in a basin, including (1) gravity-driven flow owing to 
the presence of a hydraulic head, the magnitude of which is determined by the el
evation of the meteoric recharge area for the subsurface formations (e.g., Carven 
and Freeze, 1984), (2) thermal convection resulting from a geothermal heat source 
below the basin (e.g., Kohout, Henry, and Banks, 1977), and (3) buoyant circulation 
caused by circulation within freshwater lenses along the mixing zone with saline 
waters; the resulting discharge of brackish water at the coast causes a compensat
ing inflow of saline waters at depth (e.g., Whitaker and Smart, 1990). 

6.8 DIAGENESIS 

Most carbonate sediments are deposited under marine conditions, although car
bonate rocks can also form under some nonmarine conditions (Chapter 11). After 
deposition, carbonate sediments are subjected to a variety of diagenetic processes 
that bring about changes in porosity, mineralogy, and chemistry. Carbonate min
erals are generally more susceptible to dissolution, recrystallization, and replace
ment than are most silicate minerals. Thus, the mineralogy of carbonate sediments 
may be pervasively altered. For example, an original aragonitic mud may alter en
tirely to calcite during early diagenesis or burial. ln turn, the calcite may be re
placed completely or nearly completely by dolomite at a later time. Such changes 
may also destroy or modify original depositional textures such as carbonate 



grains and micrite. Porosity of carbonate sediments may be either reduced by 
compaction and cementation or enhanced by dissolution. 

Regimes of Carbonate Diagenesis 
Carbonate sediments may go through the same general stages of diagenesis as sili
ciclastic sediments, that is, shallow burial (eogenesis), deep burial (mesogenesis), 
and uplift and unroofing (telogenesis). Diagenesis takes place in three major 
regimes or realms (Fig. 6.13): the marine, the meteoric, and the subsurface. 

The marine realm includes the seafloor and the very shallow marine subsur
face. The diagenetic environment here is characterized by seawater temperatures 
and marine waters of normal salinity. The principal diagenetic processes in this 
environment involve bioturbation of sediments, modification of carbonate shells 
and other grains by boring organisms, and cementation of grains in warm-water 
areas, particularly in reefs, platform-margin sand shoals, and carbonate beach de
posits (beachrock). 

Marine carbonate sediments may be brought from the seafloor realm into the 
meteoric realm in two ways: by falling sea level and by progressive sediment fill
ing of a shallow carbonate basin. Older carbonate rock can also be brought into the 
meteoric realm by late-stage uplift and unroofing of a deeply buried carbonate 
complex (telogenesis). The meteoric realm is characterized by the presence of 
freshwater; it includes the unsaturated (sediment pores not filled with water) va
dose zone above the water table and the phreatic zone, or water-saturated zone, 
below the water table. Meteoric waters are typically highly charged with C02; 
thus, they are chemically very aggressive (acidic). Because aragonite and high
magnesian calcite are more soluble than calcite, they dissolve readily in these cor
rosive waters. On the other hand, dissolution of aragonite and high-magnesian 
calcite may saturate the waters in calcium carbonate with respect to calcite, caus
ing calcite to precipitate (a process called calcitization). This dissolution reprecip
itation process causes less stable aragonite and high-magnesian calcite to be 
replaced by more stable calcite. Calcite may also precipitate into open spaces as a 
cement. Thus, dissolution, alteration of aragonite and high-magnesian calcite to 
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Figure6.13 
The principal environments 
in which postdepositional 
modification of carbonate 
sediments occurs. The 
dominant diagenetic 
processes that occur in 
each of the major diage
netic realms are also indi
cated. See text for details. 
[From Moore, C. H., 1989, 
Carbonate diagenesis and 
porosity. Fig. 3.1, p. 44, 
reprinted by permission of 
Elsevier Science Publishers, 
Amsterdam.] 
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calcite, and calcite cementation are the principal diagenetic processes in the mete
oric realm. 

After an initial period of diagenesis on the seafloor, and possibly in the me
teoric realm, carbonate sediments are gradually buried and subjected to in
creased pressures, higher temperatures, and compositionally changed pore fluids 
in the subsurface realm. Under these changed conditions, carbonate sediments 
may undergo physical compaction, chemical compaction (dissolution at grain 
boundaries), and additional chemical or mineralogical changes that may include 
dissolution, cementation, aragonite-to-calcite transformation, and replacement of 
calcite by another mineral such as dolomite. The exact nature of the changes that 
take place during deep subsurface diagenesis depends upon the specific condi
tions (temperature, pore-fluid composition, pH) of the burial environment. 

Major Diagenetic Processes and Changes 

Biogenic Alteration 

Organisms in carbonate depositional environments rework sediment by boring, 
burrowing, and sediment-ingesting activities, just as they do in siliciclastic envi
ronments. These activities may destroy primary sedimentary structures (e.g., 
Demicco and Hardie, 1994) in carbonate sediment and leave behind mottled bed
ding and various kinds of organic traces. In addition, many kinds of small organ
isms, such as fungi, bacteria, and algae, create microborings in skeletal fragments 
and other carbonate grains. Fine-grained (micritic) aragonite or high-magnesian 
calcite may then precipitate into these holes. This boring and micrite-precipitation 
process may be so intensive in some warm-water environments that carbonate 
grains are reduced almost completely to micrite, a process called micritization. If 
boring is less intensive, only a thin micrite rim, or micrite envelope, may be pro
duced around the grain (Fig. 6.14A). Bacteria are suggested to affect carbonate 
diagenesis in a variety of other ways, such as mediating precipitation of car
bonate cements and diagenetic formation of micrite (e.g., Camoin and Arnaud
Vanneau, 1997). Larger organisms, such as sponges and molluscs, create 
macroborings in skeletal grains and carbonate substrate, and other organisms, 
such as fish, sea cucumbers, and gastropods, may break down carbonate grains in 
various ways to smaller pieces. 

Cementation 

Cementation is an important process in all diagenetic realms. On the ocean floor, 
cementation takes place mainly in warm-water areas within the pore spaces of 
grain-rich sediments or in cavities. Reefs, carbonate sand shoals on the margins of 
platforms, and carbonate beach sands are favored areas for early cementation. 
Areas of the seafloor along the platform margin where sediments become well 
cemented are referred to as hardgrounds. Cemented carbonate beach sand is 
called beachrock. Seafloor cement is commonly aragonite, less commonly high
magnesian calcite. Seafloor cement can take several textural forms, as shown in 
Figure 6.15. Beachrock may contain meniscus cements that form where water is 
held by capillary forces as interstitial water drains from beaches during low tide. 
Because beach sediments are not constantly bathed in water, pendant cements 
may also form in beachrock along the bottoms of grains where drops of water are 
held. Isopachous rinds, which completely surround grains, form under subaque
ous conditions where grains are constantly surrounded by water. Aragonite ce
ments may also occur as a mesh of needles or as fibrous radial crystals that have a 
botryoidal form. 



Figure 6.14 
Diagenetic fabrics in limestones: A. Dark, micrite rims or envelopes (arrows) around fossil 
fragments, Renault Formation (Mississippian), Missouri. B. Sparry calcite (white) cement
ing fossils and fossil fragments, Salem Formation (Mississippian), Missouri. C. Recrystalliza
tion fabric that has partially destroyed fossil fusulinid foraminifers (arrows), Morgan 
Formation (Pennsylvanian), Colorado. D. Patchy replacement of a fossil fragment by chert 
(arrows), Salem Formation (Mississippian), Missouri. E. Grain fabric that is tightly packed 
owing to physical compaction of echinoderm (crinoid) fragments, Kimswick Limestone 
(Ordovician), Missouri. F. Irregular boundary (arrow) between two echinoderm fragments 
f0.rmed as a result of pressure solution (chemical compaction), middle Mississippian lime
stone, Oklahoma. 
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Pri ncipal kinds of cements that form in carbonate rocks during diagenesis. Seafloor 
diagenetic environments are characterized particularly by aragonitic meniscus and 
pendant cements (in beachrock), isopachous cement, needle cement, and botryoidal ce
ment. Meteoric-realm cements are composed dominantly of calcite a nd include menis
cus and pendant cements in the vadose zone and isopachous, blocky, and syntaxial rim 
cements in  the phreatic zone. Cements of the subsurface burial realm are also main
ly calcite and include syntaxial rims, bladed prismatic, and coarse mosaic types. [Modified 
from james, N. P., and P. W. Choquette, 1983, Geoscience Canada, v. 10, Fig. 3, p. 165; 
1984, Geoscience Canada, v. 11, Fig. 24, p. 177; 1987, Geoscience Canada, v. 14, Fig. 
21, p. 16.] 

In the meteoric realm, dissolution is a more important process than cementa
tion; however, cementation does occur. The cement is almost exclusively calcite. 
As mentioned, the calcium carbonate that forms this cement is derived by dissolu
tion of less stable aragonite and high-magnesian calcite. In the (water-) unsaturat
ed vadose zone, calcite cements are commonly meniscus and pendant cements. In 
the water-saturated phreatic zone, they are isopachous, blocky, or syntaxial rim 
cements. Syntaxial rims form by precipitation of optically continuous calcite 
around single-crystal fossil echinoderm fragments, in much the same way that ce
ment overgrowths form around quartz grains. 

Calcite cementation may also take place during deep burial, although the 
conditions that control cementation at depth are poorly understood. Factors that 
have been cited to favor carbonate cementation during deep burial include unsta
ble mineralogy (aragonite and high-magnesian calcite favors solution and reprecr
pitation); pore waters highly oversaturated in calcium carbonate; high porosity 
and permeability (which enable high rates of fluid flow); increase in temperature; 
and decrease in carbon dioxide partial pressure. The calcium carbonate needed for 
cementation at depth may be supplied, at least in part, by pressure solution of car
bonate sediment in much the same way that pressure solution of quartz grains 
supplies silica to pore waters in siliciclastic sediment. Coarse mosaic calcite and 
bladed prismatic calcite (Fig. 6.15) are common kinds of deep-burial cements. The 
combination of bladed prismatic and coarse mosaic cement shown in Figure 6.15 
is called drusy cement (see Fig. 6.1A). These calcite cements are commonly coarse 
grained and clear or white in appearance. They are usually referred to as sparry 
calcite cement. Figure 6.148 provides an additional example of a skeletal lime
stone cemented by sparry calcite cement. 



Dissolution 

Cementation is a very common diagenetic process in carbonate rocks, yet, some
what paradoxically, so is dissolution. Dissolution of carbonate minerals requires 
conditions essentially opposite to those that lead to cementation. Dissolution is fa
vored by unstable mineralogy (presence of aragonite or high-magnesian calcite), 
cool temperatures, and low pH (acidic) pore waters that are undersaturated with 
calcium carbonate. Dissolution takes place particularly in chemically aggressive 
pore waters highly charged with C02 and/or organic acids. Dissolution is rela
tively unimportant on the seafloor but is particularly prevalent in the meteoric 
realm where chemically aggressive meteoric waters percolate or flow down 
through the vadose zone into the phreatic zone. Extensive dissolution of aragonite 
and high-magnesian calcite takes place in this environment and even calcite may 
be dissolved if pore waters are sufficiently aggressive. Dissolution tends to be con
centrated particularly along the water table (the boundary between the vadose 
and phreatic zones), which accounts for the common presence of caves in carbon
ate rocks at the level of the water table. Dissolution is less intensive in the deep
burial (subsurface) realm than in the meteoric realm for two reasons. First, most 
aragonite and high-magnesian calcite may already have been converted to more 
stable calcite in the meteoric realm (see "Neomorphism" below). Second, increas
ing temperature at depth decreases the solubility of all carbonate minerals. Disso
lution may occur at depth if enough C02 is added to pore waters as a result of 
burial decay of organic matter (decarboxylation) to overcome the decrease in solu
bility resulting from increased temperature. Likewise, mixing of subsurface wa
ters at depth may produce fluids that are undersaturated with respect to calcite, 
thus promoting destruction of carbonate cements or other carbonate elements 
(Morse, Hanor, and He, 1997). Buried carbonate sediments that are brought back 
into the meteoric zone after uplift may undergo extensive dissolution of both pre
viously formed cements and other carbonate minerals under the influence of 
chemically aggressive, COrcharged meteoric waters. 

Neomorphism 

Neomorphism is a term used by Folk (1965) to cover the combined processes of in
version (e.g., transformation of aragonite to calcite) and recrystallization. 
Inversion refers to the change of one mineral to its polymorph, such as aragonite 
to calcite. Strictly speaking, inversion takes place only in the solid (dry) state. 
When the transformation of aragonite to calcite takes place in the presence of 
water, it occurs by means of dissolution of the less stable aragonite and nearly si
multaneous precipitation (replacement) by more stable calcite. Many geologists 
refer to this process as calcitization, as mentioned. During diagenesis, most arag
onite is eventually calcitized. Recrystallization indicates a change in size or shape 
of a crystal, with little or no change in chemical composition or mineralogy. Calci
tization and recrystallization commonly go hand in hand. 

Neomorphism may occur in all three diagenetic realms but is particularly 
important in the meteoric and subsurface diagenetic environments. Neomor
phism may affect both carbonate grains and micrite and commonly increases 
crystal size. This process destroys original textures and fabrics and, when perva
sive, may cause the entire rock to become recrystallized. Thus, a fine-grained (mi
critic) limestone can be converted into a coarse-grained sparry rock. On a smaller 
scale, recrystallization results in the formation of large, dear crystals of calcite 
that closely resemble sparry calcite cement. In fact, one of the most difficult prob
lems in the microscopic study of carbonate rocks is to differentiate between spar
ry calcite cement and neomorphic spar. Figure 6.14C shows an example of 
neomorphic spar. 
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Replacement 

As described under "Siliciclastic Diagenesis," replacement involves the dissolu
tion of one mineral and the nearly simultaneous precipitation of another mineral 
of different composition in its place. Replacement of calcium carbonate minerals 
by other minerals is a common diagenetic process. Dolomitization of CaC03 sedi
ment is one kind of replacement process. In addition, many other kinds of noncar
bonate minerals may replace carbonate minerals during diagenesis, including 
microcrystalline quartz (chert; Fig. 6.14D), pyrite (iron sulfide), hematite (iron 
oxide), apatite (calcium phosphate), and anhydrite (calcium sulfate). Replacement 
can occur in all diagenetic envirorunents. We have already discussed the replace
ment of CaC03 by dolomite in seafloor and burial environments. In carbonate
evaporite sequences, replacement of carbonate minerals by anhydrite at depth is a 
common process. Replacement of carbonates by microcrystalline quartz (chert) is 
also common in the meteoric and deep-burial environments. For example, Maliva 
and Siever (1989) report replacement of Paleozoic carbonates by chert at burial 
depths ranging from 30 to 1000 m. Replacement of carbonate minerals by silica 
may be very selective, with silica replacing fossils and other carbonate grains in 
preference to micrite, as in Figure 6.14D. 

Physical and Chemical Compaction 

Newly deposited, watery carbonate sediments have initial porosities ranging 
from 40 to 80 percent. As burial into the subsurface proceeds, the pressure of over
lying sediments brings about grain reorientation and tighter packing (Fig. 6.14E). 
As with siliciclastic sediments, compaction results in loss of porosity and thinning 
of beds at fairly shallow burial depth. At deeper burial to depths of about 1000 ft 
(305m) and at progressively higher overburden pressures, grains may also deform 

Figure 6.16 
Well-developed sutured stylolites in Cretaceous limestones, 
Calcare Massicio, Tuscany, Italy. [Photograph courtesy of 

. E. F. McBride.] 
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Figure 6.17 
Hypothetical curves illustrating (1) a 
"normal" porosity-depth relationship 
for fine-grained sediments with marine 
pore waters; (2) cementation in the me
teoric zone (horizontal segments) alter
nating with burial in marine pore 
waters; (3) reversal of normal-porosity 
depth trend owing to dissolution in the 
deep subsurface, followed by resump
tion of normal burial; and (4) arrested 
porosity reduction owing to abnormally 
high pore pressure. [From Choquette, 
P. W., and N. P. james, 1987, Diagenesis 
12. Diagenesis in limestones-3. The 
deep-burial environment: Geoscience 
Canada, v. 14, Fig. 33, p. 23, reprinted 
by permission of Geological Association 
of Canada.] 

by brittle fracturing and breaking and by plastic or ductile squeezing. Even at bur
ial depths as shallow as 100 m, compaction can reduce the depositional thickness of 
carbonate sediments by as much as one-half, with accompanying porosity losses of 
50 to 60 percent of original pore volumes (Shinn and Robbin, 1983). 

At burial depths ranging from about 200 to 1500 m, chemical compaction of 
carbonate sediments is also initiated. As discussed under "Siliciclastic Diagene
sis," pressure solution at grain-to-grain contacts can result in interpenetrating or 
sutured contacts between grains (Fig. 6.14F). On a larger scale, pressure-solution 
seams called stylolites develop. Stylolites are particularly common in carbonate 
rocks. The stylolite seams are marked by the presence of clay minerals and other 
fine-size noncarbonate minerals (commonly referred to as an insoluble residue) 
that accumulate as carbonate minerals dissolve. Stylolites range in size from mi
crostylolites between grains, in which the amplitude of the interpenetrating con
tacts between grains is less than 0.25 mm, to stylolites with amplitudes exceeding 
1 em (e.g., Fig. 6.16). Pressure solution, with accompanying stylolite formation, 
causes significant loss of porosity (perhaps as much as 30 percent of original pore 
volume) and thinning of beds. 

Summary Results of Carbonate Diagenesis 

The combined effects of organic, physical, and chemical diagenesis produce signifi
cant changes in the depositional characteristics of carbonate sediments. Organisms 
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destroy primary sedimentary structures such as lamination and attack carbonate 
grains by boring and sediment ingestion. Physical and chemical compaction re
sulting from overburden pressure cause extensive porosity reduction and bed 
thinning. Cementation further reduces porosity. On the other hand, dissolution 
processes in the meteoric realm, and to a lesser extent the subsurface realm, create 
new porosity. Even previously deposited cements may be dissolved during tela
genesis. The various ways by which diagenetic processes can combine to affect the 
final porosity of carbonate sediments are illustrated in Figure 6.17. Finally, calciti
zation (neomorphism) converts most aragonite and high-magnesian calcite to 
calcite, and subsurface dolomitization can bring about pervasive replacement of 
carbonate minerals by dolomite. The photomicrographs offered in this chapter 
illustrate many of the common diagenetic textures of carbonate rocks. See 
Scholle and Ulmer-Scholle (2003) for numerous additional examples of diage
netic textures. 
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Other Chemical/Biochemical 
and Carbonaceous 
Sedimentary Rocks 
7.1 INTRODUCTION 

I
n addition to the carbonate rocks discussed in Chapter 6, the chemical/bio
chemical sedimentary rocks include a diverse group of rocks of which some 
(evaporites and iron-rich sedimentary rocks) form mainly by chemical process

es and others (cherts and phosphorites) form largely through biogenic processes. 
Although volumetrically less significant than carbonate rocks, these sedimentary 
rocks are extremely important both as economic resources and as indicators of 
specialized paleoenvironments. Evaporite deposits such as gypsum, halite (rock 
salt), and trona (sodium carbonate) are mined for industrial and agricultural pur
poses. The iron-rich sedimentary rocks are iron ores that have enormous world
wide economic significance as a source for most of our iron. Sedimentary 
phosphorites are the major source of commercial phosphates used for fertilizers 
and chemical purposes. Even the siliceous sedimentary rocks may have some eco
nomic value in the semiconductor industry. 

Aside from their economic value, these chemical/biochemical rocks are ex
tremely interesting because they indicate past environmental conditions that ap
pear to be uncommon on Earth today-or perhaps we simply don't recognize the 
modern counterparts of these ancient environments. For example, we know of no 
place on Earth where massive sedimentary iron deposits, of the type common in 
late Precambrian rocks, are forming today. Nor do we fully understand the mech
anism of iron deposition or the source of the enormous amount of iron present in 
iron-rich sedimentary rocks, Likewise, the mechanisms by which low levels of 
phosphorus in ocean water become concentrated a millionfold to form phospho
rite deposits is only partially understood, In this chapter, we look at the characteris
tics of these enigmatic sedimentary rocks and discuss some of the more interesting 
aspects of their origin. 

We also briefly examine the characteristics and origins of the carbonaceous 
sedimentary rocks-rocks that contain significant amounts ( > � 10 percent) of or
ganic carbon. Together with petroleum and natural gas, these organic-rich rocks, 
which include coals and oil shales, are the source of our fossil fuels. Fossil fuels 
currently supply most of the world's energy needs; therefore, commercial interest 
in exploiting carbonaceous sedimentary rocks is understandably high, Geologists 
are further interested in the origin of these rocks, particularly the processes and 
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conditions that allow preservation of such high levels of organic matter. The aver
age organic content of other sedimentary rocks is only about 1 .5 percent. 

7.2 EVAPORITES 

Introduction 

The term evaporites is used for all deposits, such as salt deposits, that are com
posed of minerals that originally precipitated from saline solutions concentrated 
by solar evaporation. Because of their generally high solubility and their suscepti
bility to deformation, many of these evaporites have subsequently been diagenet
ically or secondarily altered in various ways during burial. Thus, there are few 
completely "primary" evaporite beds older than about twenty-five million years 
(Warren, 1999, p .  1 ). Evaporites occur in rocks of most ages, including the Precam
brian, but they are particularly common in Cambrian, Permian, Jurassic, and 
Miocene successions (Ronov et al., 1980). Although the total volume of evaporites 
in the geologic record is much less than that of carbonate rocks, some individual 
evaporite deposits, such as the Miocene Messinian of the Mediterranean region, 
reach thicknesses exceeding 1 km. Evaporites form under both marine and non
marine conditions; however, marine evaporites tend to be thicker and more later
ally extensive than nonmarine evaporites and are of greater geologic interest. 

Evaporite deposits are composed dominantly of various proportions of halite 
(rock salt), anhydrite, and gypsum. Although approximately eighty minerals have 
been reported from evaporite deposits (Stewart, 1963; Warren, 1999), only about a 
dozen of these minerals are common enough to be considered important evapor
ite rock formers. Evaporite minerals are commonly classified into those of marine 
origin and those of nonmarine origin, although Hardie (1991) suggests that identi
fying the marine or nonmarine origin of evaporites on the basis of their mineralo
gy and chemistry may not be entirely justified. If carbonate minerals, most of 
which are not evaporites, are excluded, the most common minerals generally con
sidered to characterize marine evaporites are the calcium sulfate minerals gypsum 
and anhydrite. Halite is next in abundance, followed by the potash salts, sylvite, 
camellite, langbeinite, polyhalite, and kainite, and the magnesium sulfate, 
kieserite (Table 7.1 ). The marine evaporite minerals can be grouped by chemical 
composition into chlorides, sulfates, and carbonates. Marine evaporites commonly 
contain mixtures of minerals, although gypsum (or anhydrite) and halite predom
inate in most horizons. Deposits may range from those that are composed almost 
entirely of anhydrite or gypsum to those that are mainly halite. Gypsum is more 
abundant than anhydrite in modern evaporite deposits, but anhydrite is more 
abundant in ancient deposits, owing to diagenetic alteration of gypsum to anhy
drite. Marine evaporite deposits may also contain various amounts of impurities 
such as clay minerals, quartz, feldspar, and sulfur. 

Nonmarine evaporites are characterized by evaporite minerals that are not 
common in marine evaporites because the water from which nonmarine evaporites 
precipitate generally has proportions of chemical elements different from those of 
marine water (e.g., more bicarbonate and magnesium and little or no chlorine). 
These nonmarine minerals may include bloedite ( Na2S04 • MgS04 ·4H20), borax 
[ Na2B40s(OH)4 • 8Hz0], epsomite (MgS04 · 7Hz0), gaylussite (NazC03 ·CaC03 · 

SHzO), glauberite [Na2Ca(S04 )], magadiite ( NaSiPB(OHh" 3H20), mirabilite 
(NazS04 ·lOHzO ), thenardite ( NaS04), and trona [Na,H(C03h ·2H20]. Nonma
rine deposits may also contain anhydrite, gyspum, and halite and may even be 
dominated by these minerals. 

Evaporites may be classified as chlorides, sulfates, or carbonates on the 
basis of their chemical composition (Table 7.1); however, few rock names have 
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composition 
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Mineral class Mineral name Chemical composition Rock name 

Chlorides Halite NaCI Halite; rock salt 

Sylvite KCI 

Carnallite KMgCI3 · 6Hz0 

Langbeinite KzMgz(S04h Potash salts 

I 
Poly halite KzCazMg(S04)6 · HzO 

Kainite KMg(S04)Cl· 3H20 I 
Sulfates Anhydrite CaS04 Anhydrite 

I Gypsum CaS04·2HzO Gypsum 

Kieserite MgS04·HzO 

Calcite CaC03 Limestone 

Carbonates Magnesite MgC03 -

Dolomite CaMg(C03)z Dolomite; dolostone 

been applied to evaporite deposits. Rocks composed predominantly of the miner
al halite are called halite or rock salt. Rocks made up predominantly of gypsum or 
anhydrite are simply called gypsum or anhydrite, although some geologists use 
the names rock gypsum or rock anhydrite. Few evaporite beds are composed 
predominantly of minerals other than the calcium sulfates and halite. Specific 
names have not been proposed for rocks enriched in other evaporite minerals, al
though the term potash salts is used informally for potassium-rich evaporites. 

Evaporite deposits can display textures that range from primary deposition
al features to diagenetically produced features, depending upon their ages and 
deformation histories. Primary features can include a variety of crystal textures 
and bedding features that reflect chemical precipitation processes (e.g., crystal set
tling, bottom nucleation). Also, structures such as cross or graded bedding and 
ripple marks may reflect physical processes that indicate traction-current or tur
bidity-current transport. As mentioned, many ancient (subsurface) evaporites 
have undergone physical and chemical diagenetic modifications that have altered 
primary textures to secondary textures such as nodules and crystal pseudo
morphs. Most buried gypsum and anhydrite deposits provide good examples of 
such diagenetically altered features. 

Kinds of Evaporites 

Gypsum and Anhydrite 

Calcium sulfates are deposited dominantly as gypsum. Gypsum can be altered 
into, and be pseudomorphed by, anhydrite while the sediments are still in their 
general depositional environments. Gypsum is also dehydrated to anhydrite 
upon burial to a few hundred meters, and this loss of water is accompanied by a 
38 percent decrease in solid volume of the gypsum. Because of this rapid dehy
dration with burial, most ancient calcium sulfate deposits are composed of anhy
drite. Anhydrite can be hydrated back to gypsum after uplift and exposure to 
low-salinity surface waters, with an accompanying increase in volume. These 
volume changes resulting from dehydration and hydration can distort original 
depositional structures and textures, and many calcium sulfate deposits are char
acterized by distorted fabrics. Three fundamental structural groups of anhydrite 
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Figure 7.1 
Nodular anhydrite with an abundant ca lcare
ous (dolomicri te) matrix. Falces Formation 
(Oligocene), Ebro Basin, Spain.  Photograph 
courtesy of joseph M. Salvany, Universitat 
Politecnica de Catalunya, Barcelona. 

are recognized on the basis of fabric, bedding, and the presence or absence of dis
tortion: nodular anhydrites, laminated anhydrites, and massive anhydrites. 

Nod ular anhydrites are irregularly shaped lumps of anhydrite that are part
ly or completely separated from each other by a salt or carbonate matrix (Fig. 7.1). 
The term chicken wire structure is used for a particular type of nodular anhydrite 
that consists of slightly elongated, irregular polygonal masses of anhydrite sepa
rated by thin dark stringers of other minerals such as carbonate or clay minerals 
(Fig. 7.2). 

The formation of nodular anhydrite is initiated by displacive growth of gyp
sum in carbonate or clayey sediments. Gypsum crystals subsequently alter to an
hydrite pseudomorphs, which continue to enlarge by addition of Ca2+ and SO/
from an external source and ultimately grow displacively into anhydrite nodules. 
Chickenwire anhydrite forms when, with increasing size, the nodules ultimately 
coalesce and interfere . Most of the enclosing sediment is pushed aside and what 
remains forms thin stringers between the nodules. 

Nodular anhydrites have been observed in many modern coastal sabkha en
vi ronments (see Fig. 6.11) .  Nodular anhydrites can also form in deeper water en
vironments. In fact, all that is needed for formation of nodular anhydrite is growth 
of crystals in mud in contact with highly saline brines, which can occur in deep or 
shallow standing water as well as in a sabkha environment. 

Laminated anhydrites consist of thin, nearly white, anhydrite or gypsum lam
inations that alternate with dark gray or black laminae rich in doromite or organic 
matter (Fig. 7.3). These laminae are commonly only a few millimeters thick and 
rarely reach 1 em. MaRy of the thin laminae are remarkably wuform, with sharp pla
nar contacts. Many laminae can be traced laterally for long distances-some more 
than 100 km (Dean and Anderson, 1978). Also, they may compose vertical succes
sions htmdreds of meters thick in which htmdreds of thousands of laminae may be 
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Chickenwire structure in  anhydrite. Evaporite series of the 
Lower Lias Uu rassic), Aquitaine Basin, southwest France. [From 
Bouroullec, j., 1 981 , Sequential study of the top of the evapor
itic series of the Lower Lias in a well in the Aquitaine Basin 
(Auch 1 ), southwestern France, in Chambre Sydnical de Ia 
Recherche et de Ia Production due Petrole et du Gaz Naturel 
(eds.), Evaporite deposits: Illustration and interpretation of 
some environmental sequences, PI 36, p. 1 57, reprinted by 
permission of Editions Tech nip, Paris, and Gu lf Publishing Co., 
Houston, Tex. [Photograph courtesy of ). Bouroullec.] 

present (e.g., the Permian Castile Formation, southeast New Mexico and west 
Texas). Pairs of alterna ting light and dark bands have been suggested to be annual 
varves resulting from seasonal changes in water chemistry and temperature; how
ever, they might equally well represent cyclic changes or disturbances of longer 
duration . Laminae of anhydrite can also alternate with thicker layers of halite, pro
ducing laminated halite. 

Because of the lateral persistence of laminated evaporites, which indicates uni

form depositional conditions over a wide area, laminites are commonly interpreted 
to form by precipitation of evaporites in quiet water below wave base. They could 
presumably form either in a shallow-water area protected in some manner from 
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Figure 7.3 
laminated anhydrite from the Prairie Evaporite (Devonian), 
Canada. 

strong bottom currents and wave agitation or in a deeper water envi.rorunent. Lam
inated anhydrites in ancient sedimentary successions such as the Permian Castile 
Formation indicate that these deposits have largely eS<aped physical deformation, 
although original gypsum minerals have been altered to anhydrite. 

Some laminated anhydrite may form lby coalescing of anhydrite nodules, 
which by continued growth in a lateral direction merge into one another to pro
duce a layer. Layers formed by tl1is mechanism are thought to be thicker and less 
distinct and continuous than laminae formed by precipitation. A special type of 
contorted layering that has resulted from coalescing nodules has been ob
served in some modern sabkha deposits where continued growth of nodules 
creates a demand for space. The la'teral pressures that result from this demand 
cause the layers to become contorted, forming ropy bedding or enterolithic 
structures (Fig. 7.4). 

Massive anhydrite is anhydrite that lacks perceptible internal structures. True 
massive anhydrite appears to be less oommon than nodular and laminated anhy
drite, and little information is available regarding its formation. Presumably, it repre
sents sustained , uniform conditions of deposition. Haney and Briggs (1964) suggest 
that massive anhydrite forms by evaporation at brine salinities of approximately 
200 to 275 £ (parts per thousand), just below the salinities at which halite begins 

to precipitate. (Seawater has an average salinity of 35 £.) 

Halite 

Halite forms as crusts, presumably in shallow water, and as very finely laminated 
deposits (deep water?) that may reach thicknesses of as much as 1000 m. Laminated 
halite deposits commonly include anhydrite-carbonate laminae. Anhydrite along 
with other minerals such as dolomite, calcite, quartz, and clay minerals may also 
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Enterolithic structure in nodular gypsum of 
the Grenada Basin, southern Spain. [Photo
graph courtesy of ] .  M. Rouchy.] 

be present in halite as inclusions. Dark, inclusion-rich laminae may alternate with 
light, inclusion-poor or inclusion-free laminae. Originally formed halite crystals 
can be chevron, coronet, or hopper shaped; however, halite that has been recrys
tallized and subjected to movement (salt flowage) may display highly interpene
trating, cen timeter-size crystals. Halite deposits may also display sedimentary 
structures such as ripples and cross-bedding. 

Origin of Evaporite Deposits 

Evaporation Sequence 

When ocean water is evaporated in the laboratory, evaporite minerals are precipi
tated in a definite sequence that was first demonstrated by Usiglio in 1848 (reported 
in Clarke, 1924). Minor quantities of carbonate minerals begin to form when the 
original volume of seawater is reduced by evaporaition to about one-half. Gypsum 
appears when 'the original volume has been reduced to about 20 percent, and 
halite forms when the water volume reaches approximafdy 10 percent of the orig
inal volume (see also discussion in Kendall and Harwood, 1996). As discussed in 
Chapter 6, the precipitation of gypsum increases the Mg/Ca ratio in remaining 
water, which favors the process of dolomitization. Dolomite occurs in association 
with evaporites in many ancient sedimentary successions as well as in some mod
ern environments. Magnesium and potassium salts are deposited when less than 
about 5 percent of the origina l volume of seawater remains. The same general se
quence of evaporite minerals occurs in natural evaporite deposits, a lthough many 
discrepancies exist between the theoretical sequences predicted on the basis of 
laboratory experiments and the sequences actually observed in the rock record. In 
general, the proportion of CaS04 (gypsum and anhydrite) is greater and the pro
portion of Na-Mg sulfates is less in natural deposits than predicted from theoreti
cal considerations (Borchert and Muir, 1964) . 

Depositional Models for Evaporites 

Modern evaporite deposits accumulate in a variety of subaerial and shallow 
subaqueous environments, as illustrated in Figure 7.5. Subaerial environments 
include both coastal and continental sabkhas, or salt flats, and interdune environ
ments. Shallow subaqueous environments are present mainly in saline coastal 
lakes called salinas. With the possible exception of the Dead Sea in the Middle East, 
mo modern examples of a deep-water evaporite basin exists; however, geologists 
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Figure 7.5 
Principal settings in which 
modern evaporite deposits 
are accumulating. [From 
Kendall, A. C., 1 984, Evap
orites, in R. G. Walker (ed.), 
Facies models: Geoscience 
Canada Reprint Ser. 1 ,  Fig. 
1, p. 260, as modified 
slightly by Warren, 1 989; 
reprinted by permission of 
Geological Association of 
Canada.] 
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believe that many of the thick, laterally extensive ancient" evaporite deposits did 
accumulate in deep-water basins. 

Some ancient evaporite deposits such as the Permian Zechstein of the North 
Sea area exceed 2 km in thickness, yet evaporation of a column of seawater 1000 m 
thick will produce only about 15 m of evaporites. Evaporating all the water in the 
Mediterranean Sea, for example, would yield a mean thickness of evaporites of 
only about 60 m. Obviously, special geologic conditions operating over a long pe
riod of time are required to deposit thick successions of natural evaporites. The 
basic requirements for deposition of marine evaporites are a relatively arid cli
mate, where rates of evaporation exceed rates of precipitation, and partial isola
tion of the depositional basin from the open ocean. Isolation is achieved by means 
of some type of barrier that restricts free circulation of ocean water into and out of 
the basin. Under these restricted conditions, the brines formed by evaporation are 
prevented from returning to the open ocean, causing them to become concentrated 
to the point where evaporite minerals are precipitated. 

Although geologists agree on these general requirements for formation of 
evaporites, considerable controversy still exists regarding deep-water vs. sham!ow
water depositional mechanisms for many ancient evaporite deposits. Figure 7.6 
shows three possible models for deposition of thick successions of marine evapor
ites. The deep-water, deep-basin model assumes existence of a deep basin separated 
from the open ocean by some type of topographic sill. The sill acts as a barrier to 
prevent free interchange of water in the basin with water in the open ocean, but it 
allows enough water into the basin to replenish that lost by evaporation. Seaward 
escape of some brine allows a particular concentration of brine to be maintained 
for a long time, leading to thick deposits of certain evaporite minerals such a s  gyp
sum. The shallow-water, shallow-basin model assumes concentration of brines in 
a shallow, silled basin, but it allows for accumulation of great thicknesses of  evap
orites caused by continued subsidence of the floor of the basin. The shallow-water, 
deep-basin model r.equires that the brine level in the basin be reduced well below 
the level of the sill, a process called evaporative drawdown; recharge of wa ter 
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SHALLOW-WATER 
DEEP-BASIN 

MODEL 

shallow-water and 
subaerial evaporites 

Schematic diagram illustrating th ree models for depo
sition of marine evaporites in basins where water cir
culation is restricted by the presence of a sill. 
[Modified from Kendall, A. C., 1 9 79, Subaqueous 
evaporites, in R. G. Walker (ed.), Facies models: Geo
science Canada Reprint Ser. 1 ,  Fig. 1 7, p. 1 70, 
reprinted by permission of Geological Association of 
Canada.] 

from the open ocean takes place only by seepage through the sill or by periodic 
overflow of the sill. Total desiccation of the floors of such basins could presumably 
occur periodically, a llowing the evaporative process to go to completion and 
thereby deposit a complete evaporite sequence, including magnesium and potas
sium salts. Thick evaporite deposits could accumulate under these conditions be
cause of continued subsidence. 

Applyi.ng these models to ancient evaporite deposits is a challenging task, 
and geologists have not always agreed upon the environmental interpretation of 
ancient evaporite- deposits. Through time, the concept of evaporite deposition has 
sww1g from deep-water to shallow-wa.ter deposition; then it swung away from 
the tidal sabkha regime to very moderate water depths (Sonnenfeld and Kendall, 
1989). See further discussion of evaporite envi ronments in Chapter 11 and, for ad
ditional insight, Busson and Schreiber (1997), Kendall and Harwood (1996), 
Melvin (1991), Schreiber, Tucker, and Till (1986), Warren and Kendall (1985), and 
Warren (1989, 1999). 

Physical Processes in DeposiHon of Evaporites 

Although we tend to regard evaporite deposits as simply the products of chemical 
precipitation owing to evaporation, many evaporite deposits are not just passive 
chemical precipitates. The evaporite minerals have, in fact, been transported and re
worked in the- same way as the constituents of siliciclastic and carbonate deposits. 
Transport can occur by normal fluid-flow processes or by mass-transport processes 
such as slumps and turbidity currents. Turbidity current transport mechanisms 
may have been par,ticularly important in deposition of ancient deep-water 
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evaporite deposits (Schreiber, Tucker, and Till, 1986). Therefore, evaporite de
posits may display clastic textures, including both normal and reverse size 
grading and various types of sedimentary structures such as cross-bedding and 
ripple marks. 

Diagenesis of Evaporites 

As mentioned, most buried evaporite deposits older than about twenty-five mil
lion years have undergone diagenetic alteration. Gypsum is converted to anhy
drite with burial, particularly above 60°C, with a volume loss (from water loss) of 
about 38 percent. If exhumation subsequently occurs, anhydrite will hydrate to 
gypsum, with accompanying increase in volume. These volume changes are in 
part responsible for the formation of nodules and enterolithic structure. Also, 
evaporite deposits respond to burial and tectonic pressures by plastic deforma
tion, which destroys original sedimentary structures. Further, deformation can re
sult in folding and diapirism that create large-scale salt diapers (penetration 
structures) or salt domes that can rise through sediment for more than 5 km (e.g., 
Jackson, Roberts, and Snelson, 1996). During burial, evaporites may in addition 
undergo dissolution, cementation, replacement, and calcitization of sulfates 
(Schreiber, 1988; Warren, 1989). 

7.3 SILICEOUS SEDIMENTARY ROCKS (CHERTS) 

Introduction 

Siliceous sedimentary rocks are fine-grained, dense, very hard rocks composed 
predominantly of the Si02 minerals quartz, chalcedony, and opal (in young 
rocks), with minor impurities such as siliciclastic grains and diagenetic minerals. 
Chert is the general term used for siliceous rocks as a group. Cherts are common 
rocks in geologic successions ranging in age from Precambrian to Tertiary; howev
er, they make up only a minor fraction of all sedimentary rocks. They are particu
larly abundant in Jurassic to Neogene (Tertiary) rocks, moderately abundant in 
Devonian and Carboniferous rocks, and least abundant in Silurian and Cambrian 
deposits (Hein and Parrish, 1987). Geologists are particularly interested in cherts 
because of the information they provide about such aspects of Earth history as pa
leogeography, paleooceanographic circulation patterns, and plate tectonics. 
Cherts may also have minor economic significance. Silicon is used in the semicon
ductor and computer industries and for making glass and related products such 
as fire bricks, although much of this silica may come from quartz sand. Further
more, siliceous deposits occur in association with important economic deposits of 
other minerals, such as Precambrian iron ores; uranium, manganese, and phos
phorite deposits; and petroleum accumulations. 

Chert is composed mainly of microcrystalline quartz, with minor chalcedony 
and perhaps opal, depending upon age. Cherts can be divided into three main tex
tural types (Folk, 1974): granular microquartz, consisting of nearly equidimen
sional grains of quartz; average grain size is about 8-10 microns but grain size 
may range from < 1  to 50 microns (Knauth, 1994); chalcedony (fibrous silica), 
forming sheaflike bundles of radiating, extremely thin crystals about 0.1 mm long; 
and megaquartz, composed of equant to elongated grains commonly greater than 
20 microns in size. 

Figure 7.7 illustrates the texture of microquartz and megaquartz. The silica 
that makes up the tests of siliceous organisms is amorphous silica or opal, com
monly called opal-A. Because the remains of siliceous organisms contribute to the 
formation of chert, opal A is present in some cherts, particularly those of Tertiary 
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Figure 7.7 
Fine-textured, nearly equigranular micro
quartz (chert) cut by a vein of much coarser 
megaquartz. Source of specimen unknown. 
Crossed nicols. 

and younger age. Opal-A is metastable and crystallizes in time to opal-CT (dis
cussed below) and finally to quartz (chert). Little opal is present in rocks older 
than about 60 Ma (Knauth, 1994). All gradations may be present in siliceous de
posits, from nearly pure opal to nearly pure quartz chert, depending upon the age 
of the deposits and the conditions of burial. 

Chert is composed dominantly of Si02 but may also include minor amounts 
of Al, Fe, Mn, Ca, Na, K, Mg, Ti, and a few other elements such as the rare earth 
elements cerium (Ce), europium (Eu), and lanthanum ( La). Many of these addi
tional elements are contained in impurities such as authigenic hematite and 
pyrite, detrital siliciclastic minerals, and pyroclastic particles. A few elements, in
cluding Fe, Mn, Ni, and Cu, may have precipitated from sea water or pore water 
as chert was formed. The amount of Si02 varies markedly in di fferent types of 
cherts, ranging from more than 99 percent in very pure cherts such as the 
Arkansas Novaculite to Jess than 65 percent in some nodular cherts (Cressman, 
1962). Aluminum is commonly the second most abundant element in cherts, fol
lowed by Fe and Mg or by K, Ca, and Na. See Jones and Murchey (1986) for addi
tional details. 

Varieties of Chert 

Several informal names are applied to chert depending upon color, inclusions, 
and texture. Flint is a term used both as a synonym for chert and for a variety of 
cher,t, particularly chert nodules, that occurs in Cretaceous chalks. Jasper is a vari
ety of chert colored red by impurities of disseminated hematite, Jasper interbed
ded w,itn hematite in Precambrian iron formations is called jaspilile. Novaculite is 
a very dense, fine-grained, even-textured chert that occurs mainly in mid-Paleozoic 
rocks of the Arkansas, Oklahoma, and Texas region of the south central United 
States. Pon�elanHe is a term used for fine-grained siliceous rocks with a texture 
and a fracture r.esembling those of unglazed porcelain. Siliceous sili\ter is porous, 
low-density, light-colored siliceous rock deposited by waters of hot springs anti 
geysers. Although most siliceous. rocks consist predominantly of chert, some con
J:ain abundant detrital clays or micrite. These impure cherts grade into siliceous 
shales or siliceous limestones. 

Cherts can be divided on the basis of gross morphology into two principal 
!yp€s: bedded cherts and nodular cherts. Bedded cherts are further distinguished 
by their content of siliceous organisms of various kinds. The principal distin
guishing ch<tracteristics of bedded and nodular cherts are described below. 
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Bedded Chert 

Bedded chert, also referred to as ribbon dl.ert, consists of laye1·s of nearly pure chert 
ranging to several centimeters thick that are commonly interbedded wil:h millime
ter-thick partings or laminae of siliceous shale (Fig. 7.8). Bedding may be even and 
uniform or may show pinching and swelling. Most chert beds lack internal sedi
mentaly structures; however, graded bedding, cross-bedding, ripple marks, and 
sole markings have been reported in some cherts. 'These kinds of stwctures indicate 
that some mechanical transport was involved in the deposition of the sediment that 
composes these rocks. Bedded cherts are commonly associated with submarine vol
canic rocks, pelagic limestones, and siliciclastic ot carbonate turbidites. 

Many bedded cherts are composed dominantly of the remains of siliceous 
organisms, which are commonly altered to some degree by solution and recrystal
lization. Bedded cheflts can be subdivided ott the basis of type and abundance of 
siliceous organic constituents into four principal kinds: (1) diatomaceous deposits, 
(2) radiolarian deposits, (3) siliceous spicule deposits, and (4) bedded cherts con
taining few or no siliceous skeletal remains. 

Diatomaceous Deposits. Diatomaceous deposits include both diatomites and di
atomaceous cherts. Diatomites are light-colored, soft, friable siliceous rocks com
posed chiefly of the opaline (opal-A) frustules of diatoms, a unicellular aquatic 
algae (Fig. 7.9). Thus, they are fossil dia tomaceous oozes. Diatomites of both ma
rine and lacustrine (lake) origin are recognized. Marine diatomites are commonly 
associated with sandstones, volcanic tuffs, mudstones or clay shales, clayey lime
stones (marls), and, less commonly, gypsum. Lacustrine dia tomi.tes are almost in
variably associated with volcanic rocks. Diatomaceous chert consists of beds and 
lenses of diatomite that have well-developed silica cement or groundmass that 
has converted the diatomite into dense, hard chert. Beds of marine dia tomaceous 
chert comprising strata several hundred meters thick have been reported from 
sedimentary sequences such as the Miocene Monterey Formation of California 

Figure 7.8 
Thin, well-bedded chert in the Mino Belt Group (Triassic) near Inuyama, Honshu, Japan. 



7.3 S i l iceous Sedimentary Rocks (Cherts) 209 

Figure 7.9 
A loosely packed assemblage of diatoms, siliceous 
sponge spicules (rod shaped), and a few radiolari
ans. The diatoms are mainly Coscinodiscus sp. and 
Arachnoidiscus sp. Holocene sediments from the 
northeast Pacific ocean floor; water depth 
�4000 m. Photograph courtesy of William N. Orr. 

(Garrison et al.,  1981) and occur in rocks as old as the Cretaceous. (Diatoms 
evolved in the Cretaceous.) Nonmarine diatomaceous deposits have been report
ed in rocks as old as the Eocene (Barron, 1987). When diatomaceous deposits are 
converted to quartz chert during diagenesis, the diatom tests are generally de
stroyed by dissolution and recrystallization. 

Radiolarian Deposits. Radiolarian deposits consist predominantly of the remains 
of radiolarians (e.g., Fig. 7.10), which are ma rine planktonic protozoans with a lat
ticelike skeletal framework of opal. Radiolarian deposits can be divided into radio
larite and 'radiolarian chert. Radiolarite is the comparatively hard, fine-grained, 
chertlike equivalent of radiolarian ooze, that is, indurated radiolarian ooze. 

Figure 7.10 
Radiolarian chert from the Otter Point Formation Uurassic), south
western Oregon. Most of the small, rounded bodies in this sample 
are radiolarians. The large fracture at the lower right is filled with 
silica (quartz) cement. Ordinary light photograph. (Photograph 
courtesy of Shelia A. Monroe.] 
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Figure 7.1 1 

Radiolarian chert is well-bedded, m icrocrys talline radiolarite that has a well
developed siliceous cement or ground mass. Radiolarian cherts are reommonly as
sociated with tuffs, mafic volcanic rocks such as pillow basalts, pelagic Hmesto�es, 
and turbidite sandstones that ituiicate a deep-water or1igirt . These bedded cherts, 
particularly those that exhibit a "pinch and swell" texture, are commonly called 
ribbon cherts. On the other hand, some radiolarian cherts are associated with mi
critic limestones and other rocks that suggest deposition in water perhaps as shal
low as 200 m (Iijima, tnagaki, and Kakuwa, 1979). Radiolarians tend to survive 
silica diagenesis more effectively than do d�atoms; therefore, they are ·common 
components of many quartz cherts (Hein, Yeh, and Barron, 1990). 

Siliceous Spicule Deposits. Spicularite (spicutae) is a silkeous rod< composed prin
cipally of the siliceous spicules of invertebrate organisms, particularly sponges (see 
Fig. 7.9). Sp icularite is loosely cemented in contrast to spicular chert, which is hard 
and dense. Spicular cherts are mainly marine in crigin and are associated with 
glauconitic sandstones, black shales, dolomite, argillaceous (clayey) limestones, 
and phosphorites. They are not generally associated with volcanic rocks and are 
probably deposited mainly in relatively shallow water a few hundred meters deep. 

Nonfossiliferous Cherts. Many bedded chert deposits have been described that 
contain few or no recognizable remains of siliceous organisms. Some of these re
ported occurrences of fossil-barren cherts may simply be the result of inadequate 
microscopic examination of the cherts which, upon closer examination, might be 
found to contain siliceous organisms. Others have been examined closely and 
clearly contain few siliceous organisms. Cherts in this latter group include most 
cherts associated with Precambrian iron-formations, as well as some Phanerozoic 
cherts. The origin of these cherts is still poorly understood (see discussion under 
"Origin of Chert"). 

Nodular Chert 

Nodular cherts are subspheroidal masses, lenses, or irregular laye11s or bodies that 
range in size from a few centimeters to several tens of centimeters (fig. 7.11 )' . They 
commonly lack internal structures, but some nodular cherts wn'ta.in silicified fos
sils or relict structures such as bedding. Colors of these (herts vary from green to 
tan and black. Nodular cherts typically occur in shelf-type carbonate rocks where 
they tend to be concentralted afong certain horizons parallel to bedding. They 
occur also in some sandstones, shales, deep-sea days, lacustrine sediments, and 
evaporites. Nodular cherts originate by d iagenetic replacement (see "Diagenesis 
of Chert"). Diagenetic origin is clearly demonstra ted in many nodules by the pres
ence of partly or wholly silicified remains of calcareous fossils or ooids. 

Nodular chert in limestones of the Helena Formation (Precam
brian), Glacier National Park, Montana. 
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Two principal questions must be answered with respect to the origin of chert: 
What were the sources of the silica, and what mechanisms have operated in the 
past to extract silica from water, principally seawater, to form chert? The answers 
to these questions are known to a reasonable degree (see reviews by Carozzi, 1993; 
Hesse, 1990; Knauth, 1992, 1994); however, some aspects of the origin of chert, 
such as the mechanism responsible for deposition of Precambrian chert, remain 
unresolved. 

Sources of Silica 

Most bedded chert is present in marine sedimentary rocks. To understand the ori
gin of chert requires that we have some knowledge of sources of silica and that we 
understand the mechanisms by which silica is extracted from seawater to form 
chert. In average river water, the concentration of silica in transport (from conti
nental weathering sites) as H4Si04 is about 13 ppm. In addition to silica transport
ed to the oceans by rivers, silica is added to the oceans through reaction of seawater 
with hot volcanic rocks along mid-ocean ridges and by low-temperature alteration 
of oceanic basalts and detrital silicate particles on the seafloor (called halmyroly
sis), as described in Chapter 1 .  Some silica may also escape from silica-enriched 
pore waters of pelagic sediments on the seafloor. These silica sources are summa
rized in Figure 7.12, which also depicts the pathway of silica diagenesis from opal
A to quartz chert (to be discussed). Despite contributions of silica from these 
various sources, the silica concentrations in different parts of the ocean range from 
less than 0.01 ppm to a maximum of about 11 ppm; the average dissolved silica 
content of the ocean is only 1 ppm (Heath, 1974). Clearly, silica is constantly being 
removed by some process and has a relatively short residence time in the ocean. 

Silica Solubility 

Solubility studies show that the solubility of silica in seawater differs for different 
silicate minerals. The solubility of Si02 at 25"C and normal ocean pH ( �7.8-8.3) 
ranges from �6 to 1 0  ppm for quartz to �60 to 130 ppm for amorphous or non
crystalline varieties of silica such as opal (Krauskopf, 1959; Morey, Fournier, and 

RIVER INPUT FROM 
CONTINENTS 

Figure 7.1 2  
Sources of dissolved silica i n  sea
water. [After Riech, V., and U. von 
Rad, 1 979, Si lica diagenesis in the 
Atlantic Ocean : Diagenetic poten
tial and transformations, in Ta l
wani, M ., W. Hay, and W. B. F. 
Ryan (eds.), Deep dri lling results in 
the Atlantic Ocean: Continental 
margins and paleoenvironment: 
Amer. Geophysical Union, Maurice 
Ewing Series, v. 3, Fig. 2, p. 322, 
modified from Heath, G. R., 1 974, 
Dissolved sil ica and deep-sea sedi
ments, in W. W. Hay (ed.), Studies 
in paleooceanography: Soc. Econ. 
Paleontologists and Mineralogists 
Spec. Pub. 20, F ig.  7, p. 81 , 
reprinted by permission of SEPM, 
Tulsa, Okla. 
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Rowe, 1 962, 1964; Iller, 1 979). Knauth ( 1994) suggests a lower limit of 4 ppm for 
quartz solubility. Therefore the ocean, which has an average dissolved silica con
tent of only l ppm, is grossly undersaturated with respect to silica, in sharp con
trast to the saturated state of the surface ocean with respect to calcium carbonate. 
This fact raises a very intriguing question. What mechanism (or mechanisms) is 
(are) capable of removing silica from highly undersaturated ocean water to form 
chert beds and maintain the low concentrations of dissolved silica in the ocean? 

The solubility of silica is affected by both pH and temperature. Change in 
solubility of silica with pH is illustrated in Figure 7.13A. Solubility changes only 
slightly with increase in pH up to about 9, but it rises sharply at pH values above 9. 
Solubility increases with increasing temperature in essentially a linear fashion, 
and solubility at 100"C is nearly 3 to 4 times that at 25°C (Fig. 7.138). Solubility also 
increases with increasing pressure. Clearly, the greater the solubility of silica 
under a given set of conditions, the less likely it will be to precipitate to form chert. 
See Dove and Rimstidt ( 1994) for an extended, and more rigorous, discussion of 
silica solubility. 

Silica Extraction from Seawater 

Chemical Extraction. In a laboratory experiment at 200C lasting two years, 
Mackenzie and Gees (1 971) precipitated quartz from seawater containing 4.4 ppm 
dissolved silica onto nucleation surfaces of cleaned quartz grains. Nonetheless, 
silica in solution under natural conditions of temperature and pH in the ocean ap
parently does not readily crystallize to form quartz, even from solutions that ha ve 

Figure 7.13 
The solubility of silica as a function of (A) pH and (B) temperature. The solid line in A 
shows the variation in solubility of amorphous sil ica as determined experimentally. The 
upper dashed curve shows the calcu lated solubil ity of amorphous silica, based on an as
sumed constant solu bility of 1 20 ppm Si02 at a pH below 8. The lower dashed line is the 
calculated solubil ity of quartz based on the approximate known solubil ity of 6 ppm Si02 
in neutral and acid solutions. [A. after Krauskopf, K. B., 1 979, Introduction to geochem
istry, 2nd ed., Fig. 6.3, p. 1 33, McGraw-Hill, New York. B. after Fournier, R. 0., 1 970, Sili
ca in thermal waters: Laboratory and field investigations: P roc. International Symposium 
on Hydrochemistry and Biochemistry, Tokyo, p. 1 22-1 39.] 
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silica concentrations exceeding the solubility of quartz. Therefore, it is unlikely 
that chert, which consists of microcrystalline quartz, can be precipitated by inor-
ganic processes from highly undersaturated seawater. Chert might be precipitated 
in some local basins where waters are saturated with silica, owing perhaps to dis-
solution of volcanic ash or other processes related to volcanism (e.g., Hesse, 1989; 
Ledesma-Vazquez et al., 1997) . Also, some silica may be removed from seawater 
in the open ocean by precipitation or adsorption onto clay minerals or other sili-
cate particles, as in the Mackenzie and Gees (1971) experiment; however, such 
processes likely cannot account for the many bedded successions of nearly pure 
chert present in the geologic record. 

Biogenic Extraction. Removal of silica from ocean water by silica-secreting organ
isms to build opaline skeletal structures appears to be the only mechanism capa
ble of large-scale silica extraction from undersaturated seawater. This biologic 
process has operated since at least early Paleozoic time to regulate the balance of 
silica in the ocean. Radiolarians (Cambrian/Ordovician-Holocene), diatoms (Cre
taceous-Holocene), and silicoflagellates (Cretaceous-Holocene) are microplank
ton that build skeletons of opaline silica (opal-A). These siliceous microplankton 
(particularly diatoms and radiolarians) have apparently been abundant enough in 
the ocean during Phanerozoic time to extract most of the silica delivered to the 
oceans b y  rock weathering and other processes. Diatoms are probably responsible 
for the bulk of silica extraction from ocean waters in the modern ocean and during 
much of the past fifty million years (Calvert, 1983; Knauth, 1994); however, radio
larians were the important users of silica in the Phanerozoic oceans of Jurassic and 
older ages. Heath (1974) calculates that the residence time for dissolved silica in 
the ocean ranges from two hundred to three hundred years for biologic utilization 
to 11,000 to 16,000 years for incorporation into the geologic record-a very short 
time from a geologic point of view. 

Box 7.1 Formation of Biogenic Chert 

The mechanism by which the opaline tests of siliceous organisms are convert
ed into chert is illustrated by pathway A in Figure 7.1.1. While silica-secreting 
organisms are alive, their siliceous (opal-A) skeletons undergo little dissolu
tion in highly undersaturated and corrosive seawater. Cell walls are protected 
by some physicochemical system, such as armoring by metal ions, related to 
their vital activity (Lewin, 1961 ) . After death, this protective system is disrupt
ed and dissolution begins. In areas of the ocean where silicious organisms 
flourish, the rate of production of siliceous skeletons may be so high that 
they cannot all be dissolved as rapidly as they are produced. Under such 
cond itions, a sufficient number of the siliceous skeletons may survive total 
dissolution to accumulate on the seafloor as siliceous oozes (sediments con
taining at least 30 percent siliceous skeletal material and commonly more 
than 60 percent). After burial by additional siliceous ooze or clayey sedi
ment, these opaline skeletal materials continue to undergo solution; howev
er, after burial much of the dissolving silica is trapped in the pore spaces of 
the sediment and does not escape back to the open ocean. The pore waters 
thus become increasingly enriched in silica, leading eventually to precipita
tion of chert. 

During the process of transformation of biogenic opal to chert, opal-A may 
not convert directly to quartz chert, which is microcrystalline quartz, but com
monly goes through an intermediate, metastable phase: opal-CT (Fig. 7.1.1). Al
though called opal-CT, this silica phase is composed mainly of low-temperature 
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Schematic diagram showing major silica phases and their possible diagenetic transfor
mations. Vertical dimension represents qualitative burial depth with associated increase 
in temperature and loss of porosity and permeability. Horizontal dimension represents 
qualitative water depth of the initial environment. In general, deep-sea sil iceous oozes 
lie to the left of the diagram, whereas epicontinental deposits lie toward the right. Dia
genetic path A represents silica initially deposited as opal-A (diatoms, radiolarians), 
which subsequently transforms to opai-CT and then microquartz by means of solution
reprecipitation steps. Path C represents early diagenetic cherts in which microquartz 
forms during shallow burial. Path B represents a possible pathway for chert formation 
under conditions intermediate between A and C. Megaquartz forms by metamorphic 
recrystall ization of microquartz or by direct growth into voids (suggested by the 
"spike") at any stage of burial. Fibrous silica can grow in vugs and fractures at all burial 
depths. (After Knauth, L. P., 1 994, Petrogenesis of chert, in Heaney, P. J., C .  T. Prewitt, 
and G. V. Gibbs (eds.), Silica: Physical behavior, geochemistry and materials applica
tions: Mineralogical Society of America Reviews in Mineralogy, v. 29, Fig. 4, p. 239, re
produced by permission.) 

cristobalite disordered by interlayered tridymite lattices. Cristobalite and 
tridymite are metastable varieties of quartz that alter with time to quartz. Opal
CT may occur in open spaces in sediments as lepispheres, which are microcrys
talline aggregates of blade-shaped crystals. It can also form as nonspherulitic 
blades, rim cements, and overgrowths, and as a massive cement (Maliva and Siev
er, 1988a). Note that the transformation of opal-A to opal-C is a solution-reprecipi
tation process; that is, opal-A dissolves to generate silica-rich pore waters from 
which opal-CT precipitates. In tum, opal-CT is converted into microquartz, also 
by solution-reprecipitation. Finally, microquartz is transformed to megaquartz as 
burial temperatures approach those of metamorphism. Megaquartz, as well as 
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fibrous quartz, can also form a t  lower temperatures in small amounts as cavity 
and fracture fillings. 

The rates of diagenetic evolution of silica from biogenic opal-A to opai
CT and finally to quartz chert are controlled by several physicochemical fac
tors. Temperature is commonly considered to be a particularly important 
control, with increasing temperature promoting an increased rate of transfor
mation (Siever, 1983). The transformation is fastest where rates of sedimenta
tion and burial are high (sediment is rapidly buried to depths where high 
temperatures prevail} or where a high geothermal gradient exists in a region. 
In the deep ocean environment, conversion of opal-A to opal-CT apparently 
takes place at burial depths corresponding to a temperature of about 45°C and 
transformation of opal-CT to microquartz occurs at temperatures of about 
80°C. Kastner and Gieskes ( 1983) demonstrated that the rate of transforma
tion of opal-A to quartz chert depends also upon the nature of the opal start
ing material and the presence of magnesium hydroxide compounds, which 
serve as a nucleus for the crystallization of opal-CT. Williams, Parks, and 
Crerar ( 1985) conclude that increasing surface-to-volume ratio of siliceous 
particles, a ratio that increases with decreasing particle size, increases solu
bility of opal and the rate of transformation. Because these other factors also 
affect the rate of transformation of opal-A to opal-CT, Knauth (1994) suggests 
that some transformations may take place at shallower burial depths and 
lower temperatures (e.g., p ath B in Fig. 7.1 .1) .  Bohrman et al. ( 1994) report the 
formation of opal-CT nodules and layers (porcellanites) at very shallow burial 
depths and low temperatures in cores of Antarctic deep-sea sediment. The 
porcellanites are present only in sediments rich in opal-A with extremely low 
levels of detrital minerals. This finding suggests that the absence of detrital im
purities allows the transformation of opal-A to opal-CT to proceed faster, as 
previously reported by Isaacs (1982}. It has also been suggested (e.g., Williams, 
Parks, and Crerar, 1985) that under some conditions opal-A may transform di
rectly to quartz chert without going through an intermediate opal-CT stage 
{path C in Figure 7.1 . 1 ). 

Origin of Nonfossiliferous Chert 

The origin of chert that does not contain siliceous organic remains is poorly un
derstood.  Direct, inorganic precipitation of amorphous silica has been reported in 
some ephemeral Australian lakes (Peterson and von der Borch, 1965). Pleistocene 
cherts from alkaline Lake Magadi, Kenya, also apparently formed inorganically 
by alteration of sodium silicate precursors such as magadiite owing to removal of 
Na by meteoric waters; the residual silica crystallized to quartz chert (Schubel and 
Simonson, 1990). No similar occurrences have been reported in the open marine 
environment that could help explain the presence of nonfossiliferous bedded 
chert deposits. The scarcity of radiolarians and sponge spicules in Phanerozoic 
cherts does not preclude the possibility that these cherts were formed from the re
mains of siliceous organisms. They could have been derived from siliceous oozes 
that were subsequently almost completely dissolved and recrystallized, leaving 
few recognizable siliceous organic remains (Weaver and Wise, 1974). Murray, 
Jones, and Brink (1 992) suggest that some bedded chert-shale couplets may form 
by diagenetic processes. According to these authors, biogenic Si02 in shales dis
solves, migrates out of the shales, and then reprecipitates adjacent to the shale to 
form bedded chert. 
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Ledesma-Vazquez et al. (1997) describe a 14-m-thick, shallow-water chert (El 
Mono chert) from Pliocene deposits of Baja California that contains no recogniz
able fossil remains. They suggest that this chert formed when silica-rich geother
mal solutions reacted with Pliocene sediments to deposit secondary silica in the 
form of Opal-A. Some reported nonfossiliferous chert may simply be the result of 
inadequate examination. Etching with hydrofluoric acid might reveal siliceous or
ganisms in such cherts. 

Precambrian Bedded Chert 

Bedded cherts are also very common in stratigraphic successions of Precambri
an age, associated with stromatolitic carbonates, iron formations, Archean green
stones, and silicic volcanic successions. These cherts do not contain unequivocal 
remains of silica-secreting organisms, although a few workers (e.g., LaBerge, 
Robbins, and Han, 1 987) reported possible siliceous organic remains in some Pre
cambrian cherts. The remains of cyanobacteria have also been reported in Precam
brian cherts (e.g., Fairchild et al., 1996). Whether or not cyanobacteria or other 
bacteria may have aided in precipitation of silica gel (opal-A) remains to be estab
lished. Until the p resence of silica-secreting Precambrian organisms is proven, or a 
definite link between bacteria and silica precipitation established, we must as
sume that deposition took place by inorganic processes, probably along pathway 
C in Figure 7.1 . 1 .  How these processes operated given the geochemical constraints 
discussed above is not understood, nor is the immediate source of the silica 
known. Perhaps the silica content of the Precambrian ocean was higher than that 
of the Phanerozoic ocean, possibly related to volcanism; or perhaps it was high
er simply because silica concentrations could build in the absence of silica-se
creting organisms. Thus, the origin of Precambrian cherts remains something of 
an enigma. 

Nodular and Other Replacement Chert 

In addition to occurrence as bedded chert, chert can occur in the form of small 
nodules, lenses, or thin, discontinuous beds, e.g., Fig. 7.11 .  Nodular cherts are es
pecially common in limestones but may be present also in evaporites and silici
clastic sedimentary rocks, particularly shales. Relict textures in nodular cherts 
suggest that most are formed by diagenetic replacement. Some replacement cherts 
form in the open ocean where they replace carbonates and clays, as shown by 
preservation of burrows and other sedimentary structures (Hein and Karl, 1983). 
The silica that forms these so-called deep-sea cherts is furnished by dissolution of 
local siliceous organisms, especially diatoms (in Cenozoic occurrences). Nodular 
cherts are particularly common in shallow platform carbonate rocks. Silica is sup
plied in this environment by the dissolution of sponge spicules or other forms of 
biogenic opal-A within the sediment pile. This dissolution process causes the pore 
waters to become supersaturated in silica with respect to opal-CT and quartz. 
Chertification then occurs, possibly controlled by force-of-crystallization replace
ment of the host carbonate, in turn controlled by nonhydrostatic stresses resulting 
from opal-CT and quartz crystal growth that simultaneously causes calcite disso
lution (Maliva and Siever, 1989). Silica cement can also accumulate in voids. The 
transformation from opal-A to quartz chert does not necessarily require an inter
mediate opal-CT stage and may be represented by path C in Figure 7.1 . 1 .  For ad
ditional insight into some of the geochemical conditions that favor the formation 
of replacement chert and the mechanisms of replacement, see Maliva and Siever 
(1988b) and Knauth (1994). 
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Some iron is present i n  almost all sedimentary rocks. The average iron content of 
siliciclastic shales, for example, is 4.8 percent. Sandstones contain 2.4 percent iron 
on average, and limestones contain about 0.4 percent (Blatt, 1982). The term iron
rich is reserved for sedimentary rocks that contain much higher iron content-at 
least 15 percent total iron. Most iron-rich sedimentary rocks were deposited dur
ing three time periods: the Precambrian, the early Paleozoic, and the middle to 
late Mesozoic (Jurassic-Cretaceous). They make up only a minor fraction of the 
total sedimentary record; however, they have great economic significance as iron 
ores. They constitute the major source of iron mined for commercial purposes. 
Economically important iron deposits are located on all major continents except 
Antarctica, and at least one deposit of sedimentary iron characterized as very 
large occurs in each of these continents: the Lake Superior region-Labrador 
Trough, North America; the Transvaal-Griquatown region, South Africa; the Ham
mersley Range, Australia; the Krivoy Rog-KMA, former USSR, Eurasia; and 
Minas Gerais, Brazil, South America. 

Kinds of Iron-Rich Sedimentary Rocks 

The major sedimentary iron deposits of the world were divided by James (1966) 
into two principal kinds: iron-formation (for dominantly Precambrian, cherty 
iron-rich sediments) and ironstone (for dominantly Phanerozoic noncherty iron
rich sediments). Some subsequent workers (e.g., Trend all, 1983; Young, 1989) have 
expressed dissatisfaction with this scheme, particularly labeling ironstones as 
solely Phanerozoic deposits. Kimberley (1994) suggests than an ironstone is any 
chemical sedimentary rock with > 15 percent iron and an iron formation is a strati
graphic unit composed largely of ironstone. Thus, according to Kimberley, an iron 
formation can be either cherty or noncherty. More in keeping with previous usage, 
I have chosen in this book to retain the term ironstone for the mainly non banded, 
noncherty, commonly oolitic, iron-rich sedimentary rocks and the term iron for
mation for the mainly well-banded, cherty, iron-rich sedimentary rocks. Volumet
rically, ironstones are much less important than iron formations. Other kinds of 
iron-rich sedimentary rocks of minor importance include iron-rich shales and mis
cellaneous i ron-rich deposits such as bog iron ores and iron-rich laterites (e.g., 
Dimroth, 1979). 

Iron Fonnations 

Iron formations are iron-rich deposits that range in age from early Precambrian to 
Devonian, although they are primarily of Precambrian age (James and Trendall, 
1982). They consist of distinctively banded successions (Fig. 7.14), 50-600 m thick, 
composed of layers enriched in iron alternating with layers rich in chert. Banding 
occurs on a scale ranging from millimeters to tens of meters. Cherty i ron forma
tions are associated with dolomite, quartz-rich sandstone, and black shale and can 
grade locally into chert or dolomite. Iron formations can have a variety of textures 
that may resemble those of limestones. Micritic, pelleted, intraclastic (rip-up 
clasts), peloidal, oolitic, pisolitic, and stromatolitic textures are recognized. Simon
son (2003) suggests that the term granular iron formation (GIF) be used for iron 
formations that have (or originally had) coarse, granular textures and that the 
term banded iron formation (BIF) be reserved for iron formations that have 
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Figure 7.14 
Banded iron formation, Helen Formation 
(Archean), Helen Mine, Algoma Steel Corp., 
Wawa, Ontario, Canada. The very dark layers 
are iron oxides with quartz (chert); l ighter 
layers are i ron carbonates (an kerite). [Photo
graph cou rtesy of Robert H. Hodder.] 

Figure 7.15 

much finer grained textures. Sedimentary structures reported from banded iron 
formations include cross-bedding, graded bedding, load casts, ripple marks, erosion 
channels, shrinkage cracks, and slump structures. These structures show that 
many of the particles that make up iron formations, especially the granular iron 
formations, have undergone mechanical transport and deposition. 

Ironstones 
Ironstones are dominantly Phanerozoic sedimentary deposits that occur on all 
continents. They are mainly early Paleozoic, Jurassic-Cretaceous, and early Ceno
zoic in age, but they range in age from middle Precambrian to Holocene 
(Petranek and Van Houten, 1997). They form bedded successions a few metteFs to 

a few tens of meters thick (e.g., Fig. 7.15), which are poorly banded or nonband
ed, in sharp contrast to the much thicker, well-banded iron formations. They 
commonly have an oolitic texture (Fig. 7. 16), and they may contain fossils that 
have been partly or completely replaced by iron minerals. Sedimentary strue
tures that include cross-bedding, ripple marks, scour-and-fill structures, dasts, 
and burrows are present in many ironstones, indicating that mechanical transport 
of grains was involved in the origin of these rocks. Ironstones are commonly hl
terbedded with carbonates, particularly limestones; shales; and fine-grained sand
stones of shelf to shallow-marine origin. They may grade locally to siliciclastic 

Oolitic ironstones of the Bel! Island Group (Ordovi
cian), at Wabana, Bell Is land, Newfoundland. The 
succession shown also includes sandstones ( l ight 
colored), dark shales, and minor carbonates. [Pho
tograph cou rtesy of Robert H. Hodder.] 
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Figure 7.16 
Ironstone ooids with quartz nuclei, cement
ed with sparry calcite cement, Clinton For
mation (Silurian), New York. Ordinary light 
photograph. Scale bar = 0.5 mm. 

sedimentary rock units. See Van Houten and Bhattacharyya (1982) and Young 
and Taylor (1989) for more details. 

Mineralogy and Chemistry of Iron Formations and Ironstones 

On the basis of relative abundance of major kinds of iron-bearing minerals, James 
(1966) defines four different mineral facies in iron-rich sedimentary rocks: oxides, 
silicates, carbona tes, and sulfides. The principal minerals in each of these mineral 
classes are shown in Table 7.2. The oxides and silicates are commonly the most im
portant iron-bearing minerals; however, sulfide minerals may constitute the major 
iron mineral in some thin beds. 

Iron formations consist mainly of Si02 and Fe, but the chemical composition 
of these rocks ranges widely depending upon the type of deposit. It is difficult to 

Tclble 7.2 Principal iron-bearing minerals in iron-rich sedimentary rocks 

Mineral class 

Oxides 

Silicates 

Sulfides 

Carbonates 

Mineral 

Goethite* 

Hematite 

Magnetite 

Chamosite 

Greenalite 

Glauconite 

Stilpnomelane 

Minnesotaite (iron talc) 

Pyrite 

Marcasite 

Siderite 

Ankerite 

Dolomite 

Calcite 

'Nol found in Precambrian iron formations 

Chemical formula 

3(Fe, Mg)O · (AI, Feh03 • 2Si02 · nH20 

FeSi03 · nH20 

KN!g( Fe, Al) (Si03)6 • 3H20 

2(Fe, Mg)O · (Fe, Alh03 · SSi02 · 3H20 

(OHh(fe, MghSi4010 

FeC03 

Ca(Mg, Fe)(C03h 

CaMg(C03h 

CaC03 
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establish a truly representative average composition; however, Gole and Klein 
(1981) suggest that iron formations commonly contain 40-50 percent Si02; 29-32 
percent total Fe; 3-6 percent MgO; 2-7 percent CaO; 1-2 percent Al203; and less 
than 1 percent each of Ti02, MnO, Na20, K20, P205, S, and C. A lthough iron, ex
pressed as Fe203, FeO, or FeS, is the dominant chemical constituent in some iron
rich sediments, the iron content of many iron-rich sedimentary rocks is commonly 
exceeded by that of silica. Also, manganese concentration may reach considerable 
percentages in some iron formations. The average iron content of ironstones is 
similar that of iron formations; however, ironstones typically have a higher con
centration of aluminum and phosphorus and a lower concentration of silicon. 
Appel and LaBerge (1987}, Melnik (1982), and Trendall and Morris (1983) provide 
additional details. 

Iron-Rich Shales 

Pyritic black shales occur in association with both Precambrian iron formations 
and Phanerozoic ironstones. They commonly form thin beds in which sulfide con
tent may range as high as 75 percent. Pyrite occurs disseminated in these black 
carbonaceous shales and in some limestones. It may be present also as nodules, as 
laminae, and as a replacement of fossil fragments and other iron minerals. Pyrite
rich layers have likewise been reported in some limestones. Siderite-rich shales 
(clay ironstones) occur primarily in association with other iron-rich deposits. They 
are present also in the coal measures of both Great Britain and the United States. 
Siderite (iron carbonate) occurs disseminated in the mudrocks or as flattened nod
ules and more or less continuous beds. 

Miscellaneous Iron-Rich Sediments 

Bog iron ores are minor accumulations of iron-rich sediments that occur particu
larly in small freshwater lakes of high altitude. They range from hard, oolitic, 
pisolitic, and concretionary forms to soft, earthy types. Iron-rich laterites are 
residual iron-rich deposits that form as a product of intense chemical weathering. 
They are basically highly weathered soils in which iron is enriched. Manganese 
crusts and nodules are widely distributed on the modern seafloor in deeper parts 
of the Pacific, Atlantic, and Indian oceans in areas where sedimentation rates are 
low. They have been reported also from ancient sedimentary deposits in associa
tion with such oceanic sediments as red shales, cherts, and pelagic limestones. 
Both iron-rich (15-20 percent Fe) and iron-poor ( < �6 percent Fe) varieties of 
manganese nodules are known. These nodules contain various amounts of Cu, 
Co, Ni, Cr, and V in addition to manganese and iron oxide minerals. The presence 
of these valuable metals in manganese nodules has caused considerable interest in 
the possibility of mining them from the seafloor. Recovery vessels are already 
being planned and designed, and political negotiations have been underway for 
some time among the major nations of the world regarding undersea mining 
rights to these potentially valuable deposits. They are not likely to be mined, how
ever, until cheaper land sources of iron are exhausted. 

Iron-rich metalliferous sediments have been discovered in several oceanic 
settings, particularly near active mid-ocean spreading ridges. They form by pre
cipitation from metal-rich hydrothermal fluids that have become enriched 
through contact and interaction with hot basaltic rocks. These sediments are en
riched in Fe, Mn, Cu, Pb, Zn, Co, Ni, Cr, and V. Metal-enriched sediments have 
been reported also from some ancient sedimentary deposits in association with 
submarine pillow basalts and ophiolite sequences of ocean crustal rocks. 

Heavy mineral placers are sedimentary deposits that form by mechanical 
concentration of mineral particles of high specific gravity, commonly in beach or 
alluvial environments. Magnetite, ilmenite, and hematite sands are common 
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constituents of placers, particularly beach and marine placers. Placers are local 
accumulations, generally less than 1-2 m in thickness, that occur mainly in Pleis-
tocene-Holocene sediments. Marine placer deposits containing about 5 percent 
iron ore were mined off the southern tip of Kyushu, Japan, for many years (Mero, 
1965). Offshore placers containing up to 10  percent magnetite and ilmenite have 
been reported off the southeastern coast of Taiwan (Boggs, 1975). Beach placers 
containing ilmenite have been exploited commercially in Australia since about 
1965 (Hails, 1976). "Fossil" placer deposits are comparatively rare, although thin, 
heavy-mineral laminae are common in some ancient beach deposits. Hails (1976) 
reports that outcrops of ilmenite- and magnetite-bearing placers of Cretaceous age 
are exposed discontinuously through New Mexico, Colorado, Wyoming, and 
Montana subparallel to the Rocky Mountains. 

Origin of Iron Formations and Ironstones 

Iron Deposition in Modern Environments 

There are no modern counterparts to the ancient environments that presumably 
favored widespread deposition of iron-rich sediments to produce iron formations 
and ironstones. Iron-rich ooids and peloids have been reported off the northeast 
coast of Venezuela, in muddy deposits of the Orinoco Delta, and off the Amazon 
Delta (e.g., Van Houten, 2000). On the whole, however, modern examples of iron
rich sediments are comparatively rare and provide few clues to the depositional 
conditions that favored generation of ancient iron deposits. 

Iron Deposition in Ancient Environments 

The transport and deposition of iron are governed by both the Eh and the pH of 
the environment. Eh-pH diagrams such as Figure 7.17 A can be used to predict the 
stability of iron-bearing minerals and serve to illustrate that Eh is commonly more 
important than pH in determining which iron-bearing mineral will be deposited. 
For example, hematite ( Fe203) is precipitated under oxidizing conditions at the 
pHs commonly found in the ocean and most surface waters; siderite ( FeC03) 
forms under moderately reducing conditions; and pyrite (Fe52) forms under 
moderate to strong reducing conditions. Figure 7.178 shows the ranges of Eh and 
Ph in some natural environments. 

Because the iron geochemistry of natural systems is far more complex than the 
simplified conditions assumed in constructing Eh-pH diagrams, such diagrams are 
of only limited use in interpreting the actual environment of iron deposition. Many 
problems are associated with the formation of sedimentary iron deposits, and the 
mechanisms by which iron was transported and deposited in the past to generate 
iron formations and ironstones are still poorly understood and very controversial. 
Three problems have to be addressed to account for the formation of iron-rich rocks: 
the source of the iron, transport of the iron to the depositional basin, and precipita
tion of the iron within the basin. Most workers now appear to agree that large iron 
formations were deposited in continental shelf to upper slope marine environments. 

Many workers originally assumed that the iron was derived by subaerial 
weathering of iron silicate minerals; however, having the source on land creates a 
major problem with respect to transport of iron in solution. Iron in the oxidized or 
ferric (Fe3+ )  state is much less soluble than iron in the reduced or ferrous (Fe

2
+) 

state (Fig. 7.17). Ferric iron is soluble only at a pH less than about 4; such values 
rarely occur under natural conditions. Thus, under oxidizing conditions present 
in the weathering environment, iron tends to precipitate rather than undergo solu
tion. How, then, can large quantities of iron be taken into solution and transported 
from subaerial weathering sites under the oxidizing conditions that commonly 
prevail in streams and rivers? 
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A. Eh-pH diagram showing the stability fields of the common iron m inerals, sulfides, and 
carbonates in water at 25°C and 1 atm total pressure. Total d issolved sulfur = 1 o-6; total 
dissolved carbonate 1 0°. B. Graph showing Eh and pH of waters in some natural envi
ronments. [A. from Garrels, R. M., and C .  L. Crist, 1 965, Solutions, minerals, and equilib
ria, Fig. 7.2 1 ,  p. 224, reprinted by permission of Harper & Row, New York. B. after Blatt, 
H., G. V. Middleton, and R. Murray, 1 980, Origin of sedimentary rocks, 2nd ed., Fig. 6.1 2, 
p. 241 ,  reprinted by permission of Prentice-Hall, Englewood Cliffs, N.J., based on data 
from Baas Becking, L. G. M ., et al., 1 960, Limits of the natural environment in terms of pH 
and oxidation-reduction potentials: jour. Geology, v. 68, p. 243-284.] 

This problem of solution and transport of iron under oxidizing conditioru 
prompted some workers (e.g., Lepp and Goldich, 1964; Cloud, 1973; Lepp, 1987) tc 
postulate that the low atmospheric oxygen concentrations that apparently existed 
during the early Precambrian allowed great quantities of iron to be transported 
from land in the soluble, reduced (Fe2 + )  state to marine basins. Lepp (1987) sug· 
gests that this transported ferrous iron was initially stored in basinal bottom waten: 
in the ocean for long periods of time before finally precipitating. This argument oJ 
low oxygen concentrations cannot, however, be used to explain the solution and 
transport of iron during later Precambrian and Phanerozoic time when an oxidizing 
atmosphere existed. Some workers have suggested that iron may have been trans
ported as colloids by physical processes rather than in true solution or that i t  waE 
sorbed to clay particles or organic materials and transported along with these sub
stances. It appears unlikely, however, that mechanisms such as colloidal transport 
can account for transport of the large quantities of iron that occur in iron formations 
or ironstones (Ewers, 1983). Reducing conditions seem to be required for transport 
of large amounts of iron in solution; hence the dilemma with respect to transport oJ 
iron by surface waters during late Precambrian and Phanerozoic time. 

To get around this difficulty, many recent workers have now suggested that 
the source of the iron lay within the depositional basin itself. Some (e.g., Drever, 
1974; Button et al., 1982) propose that dissolution of iron-bearing minerals in ter
rigenous siliciclastic bottom sediments or other submarine rocks provided iron to 
bottom waters. In other words, iron-bearing minerals were transported to the ocean 
where ferric iron was reduced by anoxic (low-oxygen) bottom waters and the re
sulting ferrous iron ( Fe2-) taken into solution. A considerable body of opinion now 
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appears to be solidifying around the alternate possibility that the iron in major 
iron formations was derived by "exhalation" from oceanic rocks (e.g., Gross, 1980; 
Simonson, 1985, 2003; Kimberley, 1994; Isley, 1995), although not all geologists 
agree with this idea (e.g., Petranek and Van Houten, 1997). Submarine reaction of 
outpouring lava and hydrothermal activity from hot springs located along mid-
ocean ridges furnished iron to ocean water (Chapter 1 ), or possibly iron-rich flu-
ids were also exhaled from source regions too deep within the crust or mantle for 
seawater convection (Kimberley, 1994). Presumably the ocean at that time was 
stratified into an upper, oxygen-rich layer and intermediate-deep oxygen-poor 
(anoxic) layers (e.g., Simonson, 2003). 

Deep, iron-rich, anoxic oceanic waters are postulated to move upward to
ward the surface along continental shelves because of ( 1 )  upwelling (e.g., Button 
et al., 1982), (2) spreading laterally as a plume from high-standing mid-ocean 
ridges (e.g., Isley, 1995), or (3) explosive exhalation through an ocean into the 
atmosphere and subsequent raining of atmospheric precipitates onto the shelf
slope (e.g., Kimberley, 1994). The relative importance of each of these postulated 
transport mechanisms is not known. Once iron-rich waters have moved into the 
upper slope-shelf environment, ferrous iron (Fe2-) is oxidized to ferric iron (Fe3+) 
and precipitation occurs. Oxidation can take place in the presence of molecular 
oxygen or, putatively, by a photochemical process caused by ultraviolet radiation 
in sunlight (e.g., Braterman e t  al., 1983; An bar and Holland, 1 992). 

At this time, it does not appear possible to apply a single depositional model 
to all iron-rich sedimentary rocks of all ages. Although consensus seems to be 
emerging that a major source of the iron in iron formations probably lay within 
the ocean itself, some iron may have been derived from continental sources, par
ticularly during the early Precambrian. Many puzzling aspects of the formation of 
sedimentary iron deposits, particularly banded iron formations, still remain. Why, 
for example, were chert and iron not deposited together as banded iron forma
tions after the Precambrian? Presumably, the silica concentration of Precambrian 
seawater was much higher than in today's seawater, possibly as high as 60 ppm 
(Siever, 1992). But how was the silica precipitated? Coprecipitation with iron 
(Ewers, 1983), biogenic inducement (LaBerge, Robbins, and Han, 1987), or evapo
rative concentration and polymerization owing to electrolyte changes (Morris, 
1993)? All of this is controversial. And what mechanism or mechanisms produced 
the banding? Evaporation of water in restricted basins (Garrels, 1987), periodic 
sea-level changes that affected the interface between underlying iron-rich seawa
ter and overlying iron-poor seawater (Simonson and Hassler, 1996), or periodic 
explosive exhalations through an ocean that subsequently rained iron precipitates 
onto the shelf (Kimberley, 1994)? Again, these proposals are controversial. Also, 
did low forms of life such as bacteria and algae catalyze or initiate precipitation of 
iron in some manner? If so, how did they cause precipitation, and how important 
was such biologic activity? How did the iron-rich ooids that are common in iron
stones form (e.g., Young, 1 989)? The origin of iron-rich sedimentary deposits will 
likely remain controversial for some time! 

7.5 SEDIMENTARY PHOSPHORITES 

Introduction 

The phosphorus content of rocks is usually expressed as percentage P205. The av
erage sedimentary rock contains less than one percent P205 or one-half percent 
phosphorus. Sedimentary phosphorites are rocks that are significantly enriched 
in phosphorus as compared with other types of rocks. Significantly, in this context, 
is commonly taken to mean that they contain more than about 15 percent P20s or 
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6.5 percent phosphorus. These phosphorus-rich sedimentary rocks are called by a 
variety of other names-phosphate rock, rock phosphate, phosphates-in addi
tion to phosphorites. Sedimentary rocks that contain less than about 15 percent 
P205 but considerably more than that in average sediment rocks are referred to as 
phosphatic, e.g., phosphatic shale. The total volume of sedimentary phosphates in 
the geologic record is small; however, like iron-rich sedimentary rocks, phospho
rites have a special economic interest. They contribute more than 80 percent of the 
world's production of phosphate and make up about 96 percent of the world's 
total resources of phosphate rock. Total world resources of sedimentary phos
phate rock are estimated to be about 158,000 million tons of all grades and types 
(Notholt, Sheldon, and Davidson, 1989). 

Sedimentary phosphates occur in rocks of all ages from Precambrian to 
Holocene, but phosphorite deposition appears to have been particularly prevalent 
during the Precambrian and Cambrian in central and southeast Asia (China, 
USSR/MPR, Australia); the Permian in North America; the Jurassic and Early Cre
taceous in eastern Europe; the Late Cretaceous to Eocene in the Tethyan province 
of the Middle East and North Africa; and the Miocene of southeastern North 
America (Fig. 7.18). 

Phosphorite nodules and phosphatic sediments occur also on the present 
ocean floor at shallow depths in the vicinity of coastlines. They are particularly 
common off the coasts of Peru and Chile, southwest Africa, eastern United States, 
southern and Baja California, the continental margins of India, and on some 
seamounts and atolls in the Pacific (see Glen, Prev6t-Lucas, and Lucas, 2000). Many 
of these ocean-floor phosphate occurrences are older than the Holocene; however, 
modern phosphate nodules are present on the ocean floor in a few places. 

Mineralogy and Chemistry 

Sedimentary phosphorites are composed of calcium phosphate minerals, all of 
which are varieties of apatite. The principal varieties are fluorapatite [Ca5(P04)3F], 
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chlorapatite [Ca5(P04)3Cl], and hydroxyapatite [Ca5(P04)30H]. Most are carbon-
ate hydroxyl fluorapatites in which up to 1 0  percent carbonate ions can be substi-
tuted for phosphate ions to yield the general formula Ca 10(P04, C03)6 These 
carbonate hydroxyl fluorapatites are commonly called francolite. The wastebasket 
term collophane is often used for sedimentary apatites for which the exact chemi-
cal composition has not been determined. Detrital quartz, authigenic chert (micro-
crystalline quartz), opal-CT, calcite, and dolomite are also common constituents of 
many phosphorites. Glauconite, illite, montmorillonite, and zeolites may also be 
present in some deposits; moderately abundant organic matter is a characteristic 
constituent of many phosphorites (Nathan, 1984). 

The chemistry of phosphorites is dominated by phosphorus, silicon (present 
in minerals other than apatite), and calcium. Slansky (1 986, p. 70) shows that the 
abundance of these elements in 20 phosphorites ranging in age from Precambrian 
to Holocene is P205 = 22-39 percent; Si02 = <1 -25 percent, and CaO = 43-53 
percent. Other common constituents include Al203 ( < 1 -5 percent); Fe203 
(<1-4 percent); MgO ( <1-6  percent); NazO ( <1 percent);  K20 ( < 1  percent); 
F ( 1-4 percent); Cl ( <1 percent); 503 (0- 1 1  percent); and organic carbon (0-2 per
cent). Many trace elements, such as Ag, Cd, Mo, Se, Sr, U, Yu, and Zn, as well as 
the rare earth elements may also be present in phosphorites in amounts exceeding 
their average compositions in seawater, the crust, and the average shale (Nathan, 
1984). See also Notholt, Sheldon, and Davidson (1989) and McClellan and Van 
Kauwenbergh (1990). 

Distinguishing Characteristics 

Phosphate-rich sedimentary rocks may occur in layers ranging from thin lami
nae a few millimeters thick to beds a few meters thick. Some phosphate succes
sions such as the Phosphoria Formation of the Idaho-Wyoming area may reach 
several hundred meters in thickness, although such successions are not com
posed entirely of phosphate-rich rocks. Phosphorites are generally interbedded 
with shales, cherts, limestones, dolomites, and, more rarely, sandstones. Phos
phatic rocks commonly grade regionally into nonphosphatic sedimentary rocks 
of the same age. 

Phosphorites have textures that resemble those in limestones. Thus, they 
may be made up of peloids, ooids, fossils (bioclasts), and clasts that are now com
posed of apatite. Some phosphorites lack distinctive granular textures and are 
composed instead of fine, micrite-like, textureless collophane. The phosphatic 
grains may contain inclusions of organic matter, clay minerals, silt-size detrital 
grains, and pyrite. Peloidal or pelletal phosphorites are particularly common; 
oolitic phosphorites are somewhat less so. Phosphatized fossils or fragments of 
original phosphatic shells are important constituents of some deposits. Most 
phosphorite grains are sand size, although particles greater than 2 mm may be 
present. These larger grains, referred to as nodules, can range in size to several 
tens of centimeters. 

Because the textures of phosphorites have such close resemblance to those of 
limestones, some geologists suggest using modified limestone classifications to 
distinguish different kinds of phosphorites. For example, Slansky (1986) advo
cates using a classification system based to some extent on Folk's (1962) limestone 
classification, and Cook and Shergold (1 986b) and Trappe (2001) suggest adapting 
Dunham's 1962 carbonate classification (modified by Embry and Klovan, 1971) for 
use in describing phosphorites. Using these modified classifications thus yields 
names such as wackestone phosphorite (Cook and Shergold) and phosdast 
wackestone (Trappe). 
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Figure 7.19 
Stratigraphic relations of the 
phosphatic Phosphoria For
mation (Permian), Park City 
Formation (Permian), and 
Chugwater Formation (Trias
sic) of Idaho and Wyoming. 
Note in particular the Retort 
phosphate shale member 
and the Meade Peak phos
phatic shale member. The 
section runs from west to 
east. [From Sheldon, R. P. , 
1 986, Phosphorite deposits 
of the Phosphoria Forma
tion, western Un ited States, 
in Notholt, A. ] .  G., R .  P. 
Sheldon, and D. F. Davidson 
(eds.), Phosphate deposits of 
the world, v. 2, Fig . 8. 1 ,  p.  
54, Cambridge University 
Press, Cambridge.] 

Principal Kinds of Phosphorite Deposits 

Forn kinds of phosphorite deposits are recognized: bedded, nodular, pebble bed, and 
guano. TI1e major phosphorite deposits are mainly bedded marine deposits. Bedded 
phosphorites form distinct beds of variable thickness, commonly interbedded and 
interfingering with carbonaceous mudrocks, cherts, and carbonate rocks. The phos
phorite in bedded deposits occurs as peloids, ooids, pisoids, phosphatized bra
chiopods and other skeletal fragments, micrite-like apatite mud, and cements. 
Perhaps the best-studied example of bedded phosphate deposits is the Pennian 
Phosphoria Formation (Fig. 7.19). 1his formation has a .total thickness of 420 m and 
extends throughout an area of about 350,000 km2 in the Idaho-Wyoming area (Mc
Kelvey et al., 1959; Sheldon, 1989; Herring, 1995). Bedded marine phosphorites are 
also common in the Precambrian and Cambrian rocks of Australia� the Cretaceous
Tertiary rocks of North Africa, and many other parts of the world (Cook and Shergold, 
1986a; Notholt, Sheldon, and Davidson, 1989; Brnnett and Riggs, 1990; Soudry, 1992). 

Bioclastic phosphorites are a special type of bedded phosphate deposit 
composed largely of vertebrate skeletal fragments such as fish bones, shark teeth, 
fish scales, and coprolites. The Rhaetic Bone Bed (Upper Triassic) of western Eng
land (Greensmith, 1989, p .  213) provides an example. Deposits composed mainly 
of invertebrate fossil remains such as phosphatized brachiopod shells are also 
known. These phosphate-bearing organic materials commonly become further en
riched in P205 during diagenesis and may be cemented by phosphate minerals. 

Nodular phosphorites are brownish to black, spherical to irregularly shaped 
nodules ranging in size from a few centimeters to a meter or more. Internal struc
ture of phosphate nodules ranges from homogeneous (structureless) to layered or 
concentrically banded. Phosphatic grains, pellets, shark teeth, and other fossils 
may occur within the nodules. Nodular phosphorites are particularly common in 
many Neogene to Holocene phosphatic deposits of the world (Burnett and Riggs, 
1990). Phosphate nodules are also forming today in zones of upwelling in the 
ocean, such as on the Peru continental margin (Burnett and Froelich, 1988). Many 
ancient nodular phosphorites may have had a similar origin under conditions of 
marine upwelling; however, some ancient phosphorite nodules may be of d iage
netic origin. 
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Pebble-bed phosphorites are composed of phosphatic nodules, phospha
tized limestone fragments, or phosphatic fossils that have been mechanically con
centrated by reworking of earlier formed phosphate deposits. The Miocene and 
Quaternary river-pebble and land-pebble deposits of Florida (Cathcart, 1989) pro
vide a good example of this type of deposit. 

Guano deposits are composed of bird and bat excrement that has been 
leached to form an insoluble residue of calcium phosphate. Guano occurs today 
on small oceanic islands in the eastern Pacific and the West Indies. Guano deposits 
are not important in the geologic record. 

Origin of Phosphorites 

Chemical/Biochemical Processes 

As mentioned, the principal phosphate minerals in sedimentary rocks are various 
varieties of apatites, of which carbonate apatite [CawC03(P04)6] is particularly 
important. Presumably, weathering of phosphorous-bearing rocks on land was 
the principal process that furnished phosphorus to the oceans, through river 
runoff, throughout geologic time. The average concentration of phosphorus in 
river water is 20 parts per billion (ppb), compared to 70 ppb in the ocean (Gul
brandsen and Roberson, 1973). Assuming approximately the same average con
tent of phosphorus in the ancient ocean as in the modern ocean, how was the 70 
ppb average phosphorus content of ancient oceans upgraded to form widespread 
deposits of carbonate apatite containing as much as 40 percent P205, an enrich
ment of up to two millionfold? 

Although a variety of inorganic mechanisms for extracting phosphorus from 
ocean water have been considered by geologists, biologic utilization of phosphate 
to build soft body tissue appears to provide the most feasible answer to the prob
lem of phosphate concentration in sediments. Modern phosphate nodules are 
forming in areas of oceanic upwelling where a steady supply of phosphate 
brought from the large, deep-ocean reservoir allows continuous growth of organ
isms in large numbers. After death, organisms and organic debris not consumed 
by scavengers pile up on the ocean floor under reducing conditions where decay 
is inhibited. These organic materials include the remains of phytoplankton and 
zooplankton, coprolites (feces), and the bones and scales of fish. All contain phos
phorus; for example, phytoplankton contain about 0.4 percent phosphorus by dry 
weight (Gross, 1982, p. 326). Under the reducing conditions of the seafloor, some 
of the soft body tissue is thus preserved long enough to be buried and incorporat
ed into accumulating sediment. Perhaps about 1 to 2 percent of the total phos
phorus involved in primary prod uctivity in upwelling zones is ultimately 
incorporated into the sediments in this way (Baturin, 1982). 

Slow decay of body tissue after burial releases phosphorus to the interstitial 
waters of the sediment. Studies of the chemistry of interstitial waters in sediments 
where modern phosphate nodules are forming and in other areas of the seafloor 
where organic-rich sediments are accumulating under reducing conditions have 
reported phosphorus concentrations ranging from 1400 ppb to as much as 7500 
ppb (Bentor, 1980; Froelich et al., 1988) . At such high phosphorus concentrations, 
the interstitial waters are supersaturated with respect to calcium phosphate. The 
phosphate thus begins to precipitate on the surfaces of siliceous organisms, car
bonate grains, particles of organic matter, fish scales and bones, siliciclastic miner
al grains, or older phosphate particles (Baturin, 1982). Phosphate may also replace 
skeletal grains and carbonate grains, a process called phosphatization. Phosphorite 
grains thus form within the sediments by diagenetic reactions between organic-rich 
sediments and their phosphate-enriched interstitial waters. Studies of phospho
rites on the Peru shelf indicate that some phosphorites form as thin (2-3 em) crusts 
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beneath a few centimeters of organic-rich sediment (Burnett et. a!., 2000). Later ex
humation may expose these crusts at the sediment surface where they are re
worked by physical p rocesses. 

To allow phosphate precipitation to take place within sediments, Mg2+ ions 
(which inhibit phosphate precipitation, as they also do in carbonate precipitation) 
may be removed from pore waters owing to magnesium replacements of iron in 
day minerals in the anoxic marine sediments (e.g., Drever, 1971). On the other 
hand, phosphate minerals are reported to precipitate from some sediments in 
which Mg concentrations are about that of seawater (e.g., Froelich et al., 1988). 
How phosphate precipitation under these conditions is possible is poorly under
stood. It may be related in some way to the presence of filamentous bacteria 
(cyanobacterial mats) and certain organic compounds within the pore waters 
(Glenn and Arthur, 1988; Schwennicke et a!., 2000; Sisodia and Chauhan, 1990). 

Physical Processes 

The presence of clastic textures and primary depositional sedimentary structures 
in many ancient phosphorite deposits seems inconsistent with a diagenetic con
centration mechanism. Therefore, Kolodny (1980) suggested a two-stage process 
for the origin of ancient phosphorite deposits. In the first stage, apatite forms dia
genetically in reducing basins by mobilizing phosphorus in interstitial waters in 
the manner postulated for formation of modern phosphorites. The final stage in
volves reworking and enrichment of these diagenetically formed phosphorite 
grains by mechanical concentration processes under oxidizing conditions. Con
centration presumably takes place in a high-energy environment, probably during 
lower stands of sea level. During this stage, the phosphate grains may be trans
ported into a different depositional setting than that in which they formed. This 
final stage of phosphorite formation, during which the original diagenetically 
formed phosphorite sediments are mechanically reworked under shallow-water 
conditions, accounts for the clastic textures and primary sedimentary structures in 
many ancient phosphorites. 

Summary of Phosphorite Deposition 

In summary, most phosphorite workers propose that upwelling of phosphorus
rich waters from deeper parts of the ocean and biologic utilization of the phos
phate in soft body tissue are the important factors in the origin of phosphorite 
deposits. Phosphorus is deposited on the seafloor in organic detritus and is buried 
with accumulating sediment. Phosphate becomes concentrated in the pore waters 
of sediment during slow decay of the phosphate-bearing, soft-bodied o rganisms 
and other organic detritus. Carbonate apatite precipitates diagenetically from 
these phosphate-enriched pore waters by some process not yet fully understood 
to form phosphate grains and cements. Apatite may also replace skeletal grains or 
other carbonate grains. Subsequently, these diagenetic deposits are reworked me
chanically, possibly owing to lowered sea levels, allowing final concentration and 
deposition of phosphatic sediments b y  waves and currents. These processes are 
summarized diagrammatically in Figure 7.20. 

This postulated multistage process for formation of phosphorite deposits 
has some limitations. It does not, for example, explain why phosphorites accumu
lated on a much vaster scale at some times in the geologic past than at present. A 
possible explanation for this phenomenon is that major episodes of phosphorite 
deposition were tied to climate and sea level changes. For example, a period of 
glaciation may produce a large volume of cold, nutrient-rich water that, after a 
long residence time, will eventually be circulated into shallower areas during 
rising sea level (transgression). Such an event would produce a major burst of 
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organic activity in the shallow zone (Cook and Shergold, 1986b), leading to in
creased phosphorite deposition. For additional discussion of the possible influ
ence of climate on paleocirculation patterns (e.g., upwelling) and phosphorite 
deposition, see Parrish (1990). 

To my knowledge, the only serious challenge to the upwelling (biologic
utilization) hypothesis for phosphogenesis has been mounted by Kimberley 
(1994). Kimberley suggests, as he suggested for iron-rich sedimentary rocks, that 
phosphorite deposition is brought about by precipita tion from concentrated so
lutions, which acquired their phosphorus content by high-temperature dissolu
tion of phosphorus-bearing minerals deep beneath the edge of a continental 
block. Thus, phosphorus is furnished to the ocean, according to Kimberley, by 
exhalative processes rather than by weathering and subsequent biologic-uptake. 

7.6 CARBONACEOUS SEDIM ENTARY ROCKS: 

COAL, O I L  S HALE, BITUMENS 

Introduction 

Most sedimentary rocks, even some of Precambrian age, contain at least a small 
amount of organic matter ,that consists of the preserved residue of plant or animal 
tissue. When the tissue· of organisms decays, particularly in an oxygen-deficient 
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environment, organic degradation may not be complete; more decay-resistant 
fractions of organic substances such as cellulose, fats, resins, and waxes are not 
immediately decomposed. If a depositional basin happens to be an oxygen-poor 
environment-such as a restricted basin, stagnant swamp, or bog-or if the supply 
of organic matter is so great that it simply overwhelms all available oxidants, 
decay-resistant organic matter may be preserved long enough to become incorpo
rated into accumulating sediment. Once buried, it may persist for hundreds of mil
lions of years. 

The average content of organic matter in sedimentary rocks is 2.1 weight 
percent in mudrocks, 0.29 percent in limestones, and 0.05 percent in sandstones 
(Degens, 1965). The average in all sedimentary rocks is about 1 .5 percent. Organic 
matter contains about 50 to 60 percent carbon; therefore, the average sedimentary 
rock contains about 1 percent by weight organic carbon. A few special types of 
sedimentary rocks contain significantly more organic material than these average 
rocks. Black shales typically contain 3-10 percent organic matter. Oil shale or kero
gen shale contains even higher percentages, ranging to 25 percent or more, and 
coals may be composed of more than 70 percent organic matter. Certain solid hy
drocarbon accumulations-such as asphalt, formed from petroleum by oxidation 
and loss of volatiles-constitute another example of a sedimentary deposit greatly 
enriched in organic carbon. 

Kinds of Organic Matter in Sedimentary Rocks 

Three basic kinds of organic matter are accumulating in subaerial and subaqueous 
environments under present conditions: humus, peat, and sapropel. Soil humus is 
plant organic matter that accumulates in soils to form a number of decay products 
such as humic and fulvic acids (complex high molecular weight organic acids). 
Most soil humus is eventually oxidized and destroyed, and little is preserved in 
sedimentary rocks. Peat also consists of humic organic matter, but peat accumu
lates in freshwater or brackish-water swamps and bogs where stagnant, anaerobic 
conditions prevent total oxidation and bacterial decay. Therefore, some of the 
humus that accumulates under these reducing conditions can be preserved in sed
iments. Sapropel refers to fine organic matter that accumulates in lakes, lagoons, 
or marine basins where oxygen levels are low owing to poor water circulation or 
where the supply of organic remains is high enough to suppress oxygen concen
tration levels. It consists of the remains of phytoplankton, zooplankton, and 
spores and fragments of higher plants. Phytoplankton are tiny plants such as 
algae that drift about in the upper water column owing to currents; zooplankton 
are small drifting animals, such as foraminifers. 

It is often difficult to differentiate accurately between the types of organic 
matter found in ancient sediments; however, both humic and sapropelic types are 
recognized. Humic organic matter is the chief constituent of most coals, although 
a few are formed of sapropel. The organic matter in oil shales and other carbona
ceous mudrocks and limestones originated from sapropel, but it is so finely dis
seminated and altered that it is difficult to identify. This type of organic matter is 
called kerogen [see "Oil Shale (Kerogen Shale)" below]. 

Classification of Carbonaceous Sedimentary Rocks 

The predominant organic constituents of carbonaceous sediments are thus humic 
and sapropelic organic matter. The nonorganic constituents are mainly either silici
clastic grains or carbonate materials. Carbonaceous sediments can be classified on 
the basis of relative abundance of nonorganic constituents and the kind of organic 
matter that composes the organic constituents (humic vs. sapropelic) into three 
basic types of organic-rich rocks: coal, oil shale, and asphaltic substances (Fig. 7.21). 
Each of these types of rocks contains at least 10 to 20 percent organic constituents. 
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Figure 7.21 
Classification and nomenclature of 
carbonaceous sediments on the 
basis of relative abundance of 
humic organic constituents (Hu
mulith), sapropelic organic con
stituents (saprolith), and 
fine-grained terrigenous con
stituents (pelite). [From Pettijohn, 
F. ]., 1 957, Sedimentary rocks, 3rd 
ed., Fig. 1 1 .37, p. 446. Copyright 
1 949, 1 957 by Harper & Row, Pub
lishers, N.Y. Copyright 1 975 by F. ] .  
Pettijohn. Reprinted by permisssion 
of Harper Collins Publishers, Inc.] 

Coals are the best known kind of carbonaceous sediment. They are composed pre
dominantly of combustible organic matter but contain various amounts of impu
rities (ash), which are largely siliciclastic materials. The amount of ash that coals 
can contain and still retain the name of coal is not precisely fixed. Some very im
pure coals (bone coals) may contain 70-80 percent ash, but most coals have less 
than 50 percent ash by weight. Most coals are humic, although a few are sapropelic 
coals made up mostly of spores, algae, and fine plant debris. Cannel coals and 
boghead coals (see below) are sapropelic coals. Coals are defined in various ways, 
but a commonly accepted definition is that of Schopf (1956, p. 527): 

Coal is a readily combustible rock containing more than 50 percent by weight 
and more than 70 percent by volume of carbonaceous materiaL formed from 
compaction or induration of variously altered plant remains similar to those of 
peaty deposits. Differences in the kinds of plant materials (type), in degree of 
metamorphism (rank), and range of impurities (grade), are characteristic of the 
varieties of coal. 

Characteristics and Classification. A common method of classifying coals is by 
rank, which is based on the degree of coalification or carbonification (increase in 
organic carbon content) attained by a given coal owing to burial and metamor
phism (Table 7.3). Peat is included in Table 7.3 but is actually not a true coal. Peat 
consists of unconsolidated, semicarbonized plant remains with high moisture 
content. Lignite or brown coal is the lowest ranked coal. Lignites are brown to 
brownish black coals that have high moisture content and commonly retain many 
of the structures of the original woody plant fragments. They are dominantly Cre
taceous or Tertiary in age. Bituminous coals are hard, black coals that contain 
fewer volatiles and less moisture than lignite and have a higher carbon content. 
They commonly display thin layers consisting of alternating bright and dull 
bands (Fig. 7.22). Sub bituminous coal has properties intermediate between those 
of lignite and bituminous coal. Anthracite is a hard, black, dense coal commonly 
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Figure 7.22 

. lable 7.3 Classification of coal on the basis of rank 

Fixed carbon Volatile matter (wt. Calorific value limits 
limits (wt. percent), percent), d ry, (Btullb ), moist, 

Class dry, mineral- and mineral- and mineral- and 
(rank steps) matter-free basis m atter-free basis matter-free basis 

Anthracite 86-98 2-14 

Bituminous 69-86 22- >31 10,500-14,000 

Subbituminous <69 >31 8,300-10,500 

Lignite <69 >31 6,300-8,300 

Peat low high low 

Source: Data from American Society for Testing Materials (ASTM), 1981, A11111WI book ofASTM sta11dards, Part 26, 

American Society for Testing Materials. 
Note: Volatile matter is that part of coal that burns as a gas, mainly hydrogen. 

containing more than 90 percent carbon. It is a bright, shiny rock that breaks with 
conchoidal fracture, such as the fractures in broken glass. Bituminous coals and 
anthracite are largely of Mississippian and Pennsylvanian (Carboniferous) age. 
Cannel coal and boghead coal are nonbanded, dull black coals that also break 
with conchoidal fracture; however, they have bituminous rank and much higher 

volatile content than anthracite. Cannel coal is composed mainly of spores. Bog
head coals are composed dominantly of nons pore algal remains. Bone coal is very 
impure coal containing high ash content. 

Coals are also classified on the basis of megascopic textural appearance 
and recognizable petrographic or microscopic constituents. Stapes (1919) recog
nized four types of coal, now called lithotypes, on the basis of megascopic ap
pearance. Four lithotypes are recognized: vitrain, clarin, durain, and fusain. 
These lithotypes, which comprise millimeter-thick bands or layers of humic coal, 
are described in Table 7.4 and i llustrated in Figure 7.23. 

Layered and banded bitumi nous 
coal ,  Cedar Grove Sea m (Pennsyl
van ian), Logan County, West Vir
ginia. The thickness of the coal 
seam is about 2.3 m. [Photograph 
courtesy of Is land Creek Coal Com
pany.] 
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Vitrain-brilliant, glossy, vitreous, black coal, bands 3-5 mm thick; breaks with a con
choidal fracture; clean to touch. 

Clarin-smooth fracture with pronounced gloss; dull intercalations or striations; small
scale sublaminations within layers give surface a silky luster; the most common 
macroscopic constituent of humic coals. 

Durain--occurs in bands a few em thick; firm, somewhat granular texture; broken sur
faces have a fine lumpy or matte texture; characterized by lack of luster, gray to brown
ish black color, and earthy appearance. 

Fusain-soft, black; resembles common charcoal; occurs chiefly as irregular wedges; fri
able and porous if not mineralized. 

Macerals 
Vitrinites--originated as wood or bark; a major humic constituent of bright coals. Subtypes: 

Collinite-structureless or nearly structureless; commonly occurs as a matrix or im
pregnating material for fragments of other macerals. 

Tellinite-derived from cell-wall material of bark and wood and preserves some of 
the cellular texture. 

Inertinites-composed of woody tissues, fungal remains, or fine organic debris of uncer
tain origin; relatively high carbon content. Subtypes: 

Fusunite-cell structures composed of carbonized or oxidized cell walls and hollow 
lumens (the space bounded by the wall of an organ) that are commonly mineral 
filled; characteristic of fusain. 

Semifusinite-a transitional state between fusinite and vitrinite. 
Schlerotinite-composed of the remains of fungal schlerotia (a hardened mass of 

tubular filaments or threads) or altered resins; characterized by oval shape and 
varying size. 

Micronite ( <10 Jlm) and macronite (10- 100 Jlm)-structureless, opaque, granular 
macerals derived from fine-grained organic detritus. 

Inertodetrinite-finely divided, structureless, clastic form of inertinite in which frag
ments of various kinds of inertinite macerals occur as dispersed particles. 

Liptinites (exinites)--originate from spores, cuticles, resins, and algae; can be recognized 
from shapes and structures unless original constituents are compacted and squashed. 
Subtypes: 

Sporinite-composed of the remains of yellow, translucent bodies (spore exines) that 
are commonly flattened parallel to bedding. 

Cutinite-formed from macerated fragments of cuticles (layers covering the outer 
wall of a plant's epidermal cells). 

Resinite-the remains of plant resins and waxes; occur as isolated rounded to oval 
or spindle-shaped, reddish, translucent bodies, or as diffuse impregnations, or as 
fillings in cell cavities. 

Alginite-composed of the remains of algal bodies; serrated, oval shape; characteris
tic of bodhead coaL 

Under the microscope, coal can be seen to consist of several kinds of organic 
units that are single fragments of plant debris or, in some cases, fragments consist
ing of more than one type of plant tissue. Stopes (1935) suggested the name mac
eral for these organic units as a parallel word for the term mineral used for the 
constituents of inorganic rocks. The starting materials for macerals are woody 
tissues, bark, fungi, spores, and so on; however, these materials are not always 
recognizable in coals. Macerals are divided into three major groups: vitrinite, iner
tinite, and liptinite (Table 7.4). 

Coal macerals are identified on the basis of several characteristics: (1 )  reflec
tivity-the extent to which they reflect light, (2) degree of anisotopy (differences 
in reflectivity in different directions within a maceral) or isotopy as viewed under 



234 Chapter 7 I Other Chemical/Biochemical and Carbonaceous Sed imentary Rocks 

Figure 7.23 
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Bituminous coal showi ng examples of three different li tho
types: V, vitrain; C, clarain; and D, dura in .  The small divisions 
on the scale equal  1 em. [From Bustin, R. M., et al., 1 985, Coal 
petrology, its principles, methods, and appl ications: Geo l .  
Assoc. Canada Short Cou rse Notes, v. 3, Pl .  6A, p .  51 , reprint
ed by permission.] 

D 

c 

a petrographic microscope, (3) presence or absence of fluorescence when the 
specimen is irradiated with blue (ultraviolet) light, (4) morphology (shape), (5) 
relief, and (6) size. Study of macerals is referred to as coal petrology (e.g., Ting, 
1982; Bustin et al., 1985; Ward, 1984). 

· -

Origin. Coals occur in rocks ranging in age from Precambrian (algal coal) to Ter
tiary, and peat analogs of coal are present in Quaternary sediments. Coals origi
nate in climates that promote plant growth under depositional conditions that 
favor preservation of organic matter. Although ancient coals accumulated at all 
latitudes from the equator to polar regions, most were deposited in middle lati
tudes (McCabe, 1984; see also, Cobb and Cecil, 1993). For coal to be preserved, the 
rate of accumulation of organic matter must exceed the rate of decomposition 
owing to microbial and chemical processes. Accumulating organic matter is most 
likely to be preserved in depositional environments where oxidation of organic 
matter is inhibited owing to rapid burial, such as in swampy areas in which the 
water table is close to the peat surface. For thick coal deposits to form, these con
ditions must last for a geologically long period of time. Although land plants were 
moderately well established by Devonian time, swampy environments large 
enough to form major coal deposits have existed only since Carboniferous time 
(Mississippian and Pennsylvanian Periods). Since that time, only the Triassic Period 
appears to have been a time when coal-forming processes were at a minimum. 

Compaction and loss of volatiles accompanying deep burial thins coal beds 
by as much as 30 to 1 (Ryer and Langer, 1980); that is, 30 m of original peat may 
produce only 1 m  of coal. The rank of coal tends to increase with depth owing to 
increase in temperature with depth. The formation of anthracite, for example, re

quires tempera tures in excess of about 200°C (Daniels et al., 1990). Coals occur 
predominantly in siliciclastic depositional sequences, although thin limestones 
may be associated with some coals. 

Oil Shale (Kerogen Shale) 

Oil shale is fine-grained sedimentary rocks from which substantial quantities of 
oil can be derived by heating. That is, sufficient oil is generated to produce more 
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energy than the energy required to produce the oil initially (Hutton, 1995). The 
term oil shale is actually a misnomer because relatively little free oil occurs in 
these rocks, although small blebs, pockets, or veins of asphaltic bitumins may be 
present. Oil shales are of particular interest because of their potential to generate 
oil when refined into fuel at sufficiently high temperatures. At least fifty countries 
of the world have reserves of oil shale that have the potential to be exploited as a 
fuel resource in the future. More than 80 percent of the organic matter in oil shales 
is present in the form of kerogen, which yields oil when heated to a temperature of 
about 350"C. The principal constituents of oil shales are shown in Figure 7.24. Or-
ganic constituents commonly do not exceed about 25 percent of the rock. Kerogen 
is disseminated organic matter that is insoluble in nonoxidizing acids, bases, or 
organic solvents (Durand, 1980; Horsfield, 1997) . It consists of masses of almost 
completely macerated (disintegrated by biochemical or chemical processes) or-
ganic debris. On the basis of petrographic characteristics, this organic matter con-
sists primarily of liptinite macerals (see Table 7.4). Vitrinite and inertinite macerals 
are commonly present in only minor amounts (Hutton, 1995). The organic matter 
in oil shale is derived from three primary sources: terrestrial plants, lacustrine 
(lake) algae, and marine organisms such as algae and dinoflagellates. Organic 
matter from terrestrial plants is commonly less important than that from lacus-
trine algae and marine organisms. 

Not all so-called oil shales are actually shales. Some are organic-rich silt
stones, limestones, and impure coals. Carbonate-rich oil shales are those in 
which the principal nonkerogen constituents are calcite, dolomite, ankerite, 
siderite, and various amounts of siliciclastic silt (Duncan, 1976). Silica-rich oil 
shales are shales in which the main constituents apart from kerogen are fine
grained quartz, feldspar, and clay minerals. They may also contain chert, opal, 
and phosphatic nodules. Siliceous oil shales are generally dark brown or black. 
Cannel shale is an oil shale that consists predominantly of organic matter that 
completely encloses other mineral grains. Cannel shales are sometimes classified 
as impure cannel coals. Many oil shales are characterized by distinct lamination 
caused by alternations of millimeter-thick organic laminae with either siliciclastic 
or carbonate laminae. 

The amount of oil that can be extracted from oil shales through heating and 
retorting ranges between 10 and 150 gallons of oil per ton of rock (Duncan, 1976). 
The potential world supply of oil from oil shale is estimated to be 2000 trillion tons 
(Russell, 1990, p. 4). On the other hand, many technological problems exist with 
respect to mining, extracting, and refining oil shale. Oil shale is not now being 
processed commercially because it cannot compete economically with petroleum. 

Oil shales form in environments where organic matter is abundant and 
anaerobic or reducing conditions prevent oxidation and total bacterial decomposi
tion. They are deposited in both lacustrine (lake) and marine environments where 
the above conditions are met. The three principal environments are large lakes; 
shallow seas or continental platforms and continental shelves in areas where water 

Oil shale 

{ Quartz 
Feldspars 

Inorganic matrix Clays (mainly i l l ite and chlorite) 
Carbonates (calcite and dolomite) 
Pyrite and other minerals 

Bitumens (soluble in CS2) 

Kerogens (insoluble in CS2 
containing U, Fe, V, Ni, Mo) 

86% 

3% 

1 1 %  

Figure 7.24 
Principal constituents i n  oil 
shales. [After Yen, T. F., and 
G. V. Chil ingarian, 1 976, In
troduction to oil shales, in 
Yen, T. F., and G. V. Chil in
garian (eds.), Oil  shales: De
velopments in petroleum 
science 5, Fig. 1 .2, p.  3, 
reprinted by permission of 
Elsevier Science Publ ishers, 
Amsterdam.} 
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Figure 7.25 
Schematic representation of 
three kinds of petroleum 
traps: A. Antic l inal  trap. B.  
Fault trap, with an imperme
a ble fau lt  gouge or minera l  
seal a l o n g  the fau lt. C .  Strati
g raphic (pi nch-out) trap. 

circulation was restricted and reducing or weakly oxidizing conditions existed; 
and small lakes, bogs, and lagoons associated with coal-producing swamps. Oi• 
shales formed in lakes or swamps may be associated with impure cannel or bog· 
head-type coal, tuffs and other volcanic rocks, or even evaporites. Many oil shales 
deposited in large lakes are carbonate-rich types and tend to have high oil yields, 
apparently owing to enhanced preservation potential of organic material in lake 
environments. Oil shales deposited in marine envirorunents are characterisf.ically 
the silica-rich type and have lower oil yields, ahhough some Tertiary and Meso
zoic siliceous oil shales have rich oil yields. Oil shales extertd mrer wide geograph· 
ic areas and are commonly associated with limesitones, cherts, sandstones, and 
phosphatic deposits (Yen and Chilingarian, 1976). 

Petroleum and Natural Bitumins 
Petroleum. Petroleum is not sedimentary rock but a carbon-rich, organic sub
stance that accumulates predominantly in sandstones and carbonate rocks. For 
this reason, it is included here with the carbonaceous sedimentary rocks. Petrole
um forms from plant and animal organic matter by a complex maturation process 
during burial that involves initial microbial alteration and subsequent thermal al
teration that forms a complex organic substance called kerogen. Kerogen can sub
sequently undergo thermal degradation (cracking) at burial depths exceeding 
about 1000 m and temperatures of about 50° to l20°C to form liquid petroleum, a 
process called catagenesis (Hunt, 1996, p. 60; Tissot and Welte, 1984, p. 69). Liqu�d 
petroleum may subsequently be cracked at temperatures ranging from about 150° 
to 200°C to form natural gas (e.g., methane). 

The source materials for the organic matter that eventually converts to pe
troleum are contained primarily in organic-rich shales and carbonate rocks. After 
petroleum has formed from organic materials in these fine-grained source rocks, 
at substantial burial depths, it migrates out of the source rocks (a process referred 
to as primary migration) into coarser grained, porous, and permeable sandstone or 
carbonate rocks. It then migrates through water-fill pore spaces in these rocks 
(secondary migration) to structurally higher sites, where it eventually accumulates 
in traps such as anticlines (Fig. 7.25). The rocks in which petroleum accumulates in 
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these traps, called reservoir rocks, are primarily porous sandstones, limestones, 
and dolomites. 

Petroleum is composed dominantly of carbon (about 85 weight percent) and 
hydrogen (about 13 percent), with about 2 percent sulfur, nitrogen, and oxygen 
(Hunt, 1996). Despite its simple elemental chemical composition, the molecular 
structure of petroleum can be exceedingly complex. The molecules in petroleum 
range from the simple methane gas molecule (CH4) with a molecular weight of 
16 to larger molecules with molecular weights in the thousands. Several hundred 
different hydrocarbons have been recorded in natural crude oils; however, all hy
drocarbons can be grouped into a few basic classes or series having common mol
ecular structural form. These structural forms are complex and are not explained 
in detail here, but the main hydrocarbon series are as follows: 

1 .  paraffins (alkanes)-open chain molecules with single covalent bonds 
between carbon atoms (Fig. 7.26) 

2. napthenes (cycloparaffins)--closed ring molecules with single covalent 
bonds between carbon atoms (Fig. 7.27) 

3. aromatics (arenes)-one or more benzene ring structures with double cova
lent bonds between some carbon atoms (Fig. 7.28) 

Most natural gases as well as many liquid petroleums belong to the paraffin 
series of hydrocarbons. Most napthene hydrocarbons are liquid petroleums, al
though two occur as gases at normal temperatures. The aromatics, which are 
named for their strong aromatic odor, are liquid petroleums. They commonly 
make up only a small percentage of the petroleums in natural crude oils. 

Natural Bitumens. These substances are hydrocarbons such as natural asphalts 
and mineral waxes that occur in a semisolid or solid state. Most natural bitumens 
probably formed from liquid petroleums that were subjected to loss of volatiles, 
oxidation, and biologic degradation after seepage to the surface. Others may 
never have existed as light oils. Bitumins occur as seepages, surface accumula
tions, impregnations occupying the pore spaces of sandstones or other sedimenta
ry rock (e.g., the Cretaceous Athabasca tar sands of Canada), and in veins and 
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Figure 7.26 
Schematic structure of paraffin hydrocarbons having the general 
formula C0H2n+2 where n refers to the number of carbon or hy
drogen atoms. A. Butane. B. Pentane. 

Ftgure 7.27 
Schematic structure of naphthene (cycloparaffin) hydrocarbons 
having the general formula CnH20. A. Cyclopentane. B. Cyclo
hexane. 
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Figure 7.28 
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dikes. They are black or dark brown and have a characteristic odor of pitch or 
paraffin. 

Natural bitumens have roughly the same elemental chemical composition as 
liquid petroleum, but the percentage of carbon and hydrogen tends to be some
what lower and the content of sulfur, nitrogen, and oxygen somewhat higher. 
They are divided into two main types on the basis of solubility in carbon disulfide 
(CS2), an organic solvent (Fig. 7.29): soluble bitumens and pyrobitumens. The sol
uble bitumens are further divided on the basis of ease of fusibility or melting into 
three groups: mineral waxes, natural asphalts, and asphaltites. 

Mineral waxes are solid, waxy, light-colored substances that consist largely 
of paraffinic hydrocarbons of high molecular weight. Most represent the residuum 
of high-wax oils exposed at the surface. The most important native mineral wax is 
ozocerite, which consists of veinlike deposits of greenish or brown wax. Montan 
wax is an extract obtained from some kinds of brown coals or lignites. 

Natural asphalts are soft, semisolid bitumins that occur as seeps, surface 
pools, or viscous impregnations in sediments (tar sands). They are dark colored, 
plastic to fairly hard, easily fusible, and soluble in carbon disulfide. Varietal names 
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for asphalts from different areas are shown in Figure 7.29. Asphalts are commonly 
associated with active oil seeps. 

Asphaltites occur primarily in dikes and veins that cut sediment beds. They are 
harder and denser than asphalts and melt at higher temperatures. They are largely 
soluble in carbon disulfide. Names applied to varieties of asphaltites that differ 
slightly in density, fusibility, and solubility are gilsonite, glance pitch, and grahamite. 

Pyrobitumins, like asphaltites, occur in dikes and veins but are infusible and 
largely insoluble in carbon disulfide. Several varieties of pyrobitumins are recog
nized, which can be placed into two general groups on the basis of hydrogen/ car
bon ratio (Fig. 7.29). Those with H/ C ratios > 1 include elaterite, a soft elastic 
substance rather like India rubber, and wurtzlite, also a softer form. More indurat
ed forms are albertite, a black, solid bitumin with a brilliant jetlike luster and con
choidal fracture, and ingramite. The metamorphosed pyrobitumins, impsonite, 
anthraxolite, and shungite, are indurated forms that have have H/C ratios < 1 .  

The solid hydrocarbons are o f  interest t o  geologists because their presence at 
the surface is an indication of petroleum at depth in a region, and because study of 
their occurrence may help to solve the problems related to the origin and alter
ation of petroleum. Also, many of the solid hydrocarbons are of commercial value 
themselves. (See also Chilingarian and Yen, 1978; Cornelius, 1987; Meyer, 1987; 
and Meyer and De Witt, 1990.) 
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Thompson River north of Tok Junction, southeast Alaska. 
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T
he characteristic properties of sedimentary rocks are generated through the 
combined action of the various physical, chemical, and biological processes 
that make up the sedimentary cycle. Weathering, erosion, sediment trans

port, deposition, and diagenesis all leave their impress in some way on the final 
sedimentary rock product. The sedimentary processes and conditions that collec
tively constitute the depositional environment play the primary role in determin
ing the textures, structures, bedding features, and stratigraphic characteristics of 
sedimentary rocks. The close genetic relationship betvveen depositional process 
and rock properties provides a potentially powerful tool for interpreting ancient 
depositional environments. This linked set of reactions betw·een environments and 
facies is commonly referred to as process and response (Fig. P4.1) .  If geologists can 
find ways to relate specific rock properties to particular depositional processes and 
conditions, they can work backwards to infer the ancient depositional processes 
and environmental conditions that created these particular rock properties. 

Environmental analysis thus involves identifying response elements or prop
erties that have environmental significance. These properties include sedimentary 
structures and textures (which reflect depositional processes such as current flow 
and suspension settling of grains), sedimentary facies associations (such as fining
and coarsening-upward successions of facies, which indicate shifts in environ
mental conditions), and fossils (which are useful indicators of salinity, tempera
ture, water depths and water energy, and turbidity of ancient oceans). These 
properties can be used to construct facies models for each major depositional en
vironment. A fades model is a general summary of the characteristics of a given 
depositional system. Such summary models act as a norm for the purposes of ,com
parison and interpretation. They provide a kind of "mental picture" of the proper
ties of rocks deposited in a given environment. Few of us have had enough field 
experience, have read enough books and papers, or have good enough memories 
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(Process Element) 
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Physical pi'OCelse&: wave and cummt 
ac!Mty; gravity processes; sea-liMit 
changes: tectonism and IIOicanlsm 
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precipitation, authigenesis 

Biological prociiiiMS: biochamlcal 
precipitation; biologic ..working of 
sediment; photoaynltleala 

Static elei'Mflta of tt. environment 

Geomorphology of the dapolitlonal lite 

Wat« deptn 

Waf« chemistry 
Depositional materiels (aedlment eupply) 

Clll'l8te 
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Process-response model illustrating the relationship between sedimentary environments 
and sedimentary facies. 



to carry around a mental picture of each important depositional environment. For
tunately, we can draw on the experiences of many geologists through their pub
lished data and ideas to construct facies models that will provide the reference 
framework we need for interpreting ancient depositional environments. 

Sedimentary rocks have been deposited through time in three major deposi
tional settings: continental or terrestrial, i.e., on land; marginal-marine, the bound
ary between the sea and the land; and marine, the ocean proper. Each of these 
first-order depositional settings is divided into several major environments, 
which in tum are divided into subenvironments (Table P4.1) .  The following four 
chapters discuss the major environments in the continental, marginal-marine, and 
marine settings. Although not labeled specifically as such, facies models of vari
ous kinds are used throughout these chapters to summarize distinguishing char
acteristics of the principal sedimentary facies generated in these major 
sedimentary settings. 

Primary depositional setting 

Continental 

Marginal-marine 

Marine 

*
Fluvial 

*
Desert 

Lacustrine 
*

Glacial 

*
Deltaic 

*
Beach/barrier island 

*
Estaurine /lagoonal 

Tidal flat 

Neritic 

Oceanic 

'Dominantly siliciclastic deposition 

"Dominantly carbonate deposition 

Major environment Subenvironment { *Alluvial fan 
*

Braided stream 
*
Meandering stream 

{ *Delta plain 
*

Delta front 
*Prodelta 

{ Continental shelf 

**
Organic reef 

{ Continental slope 

Deep ocean floor 

Environments not marked by an asterisk(s) may be sites of siliciclastic, carbonate, evaporite, or mixed sediment deposi
tion depending upon conditions. 
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Continental (Terrestrial) 
Environments 

8.1 INTRODUCTION 

W
e tum now to the study of continental or terrestrial depositional sys
tems. Geologists recognize four major kinds of continental environ
ments: fluvial (alluvial fans and rivers), desert, lacustrine (lake), and 

glacial. Although treated in this book as separate depositional systems, similar 
kinds of sediments can be generated in more than one of these environments. For 
example, eolian (windblown) sediments can accumulate both in desert environ
ments and in some parts of glacial environments. Lacustrine sediments form in 
lakes in any environment, including deserts and glacial settings. Fluvial sedi
ments are deposited mainly in river systems of humid regions, but they are gener
ated also in rivers within desert areas and glacial environments. 

Facies deposited in continental environments are dominantly siliciclastic 
sediments characterized by general scarcity of fossils and complete absence of ma
rine fossils. Nonsiliciclastic sediments such as freshwater limestones and evapor
ites occur also in continental environments, but they are distinctly subordinate to 
siliciclastic deposits. Continental sedimentary rocks are less abundant overall than 
are marine and marginal marine sediments, but they nonetheless form an impor
tant part of the geologic record in some areas. Tertiary fluvial sediments of the 
Rocky Mountain-Great Plains region of the United States, Jurassic eolian sand
stones of the Colorado Plateau, Tertiary lacustrine sediments (Green River Forma
tion) of Wyoming and Colorado, and the late Paleozoic glacial deposits of South 
Africa and other parts of ancient Gondwanaland are all examples of continental 
deposits. Some terrestrial sediments have economic significance. They may con
tain important quantities of natural gas and petroleum, coal, oil shale, and urani
um. We now examine, in turn, each of the major continental environments. 

8.2 FLUVIAL SYSTEMS 

Fluvial deposits, also referred to as alluvial deposits, encompass a wide spectrum 
of sediments generated by the activities of rivers, streams, and associated gravity
flow processes. Such deposits occur at the present time under a variety of climatic 
conditions and in various continental settings ranging from desert areas to humid 
and glacial regions. Although alluvial settings can be classified in many ways 
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Figure 8.1 
Aerial view of a debris-flow
dominated alluvial fan at 
the mouth of a canyon i n  
the steep east w a l l  of Death 
Val ley, California.  The high
way gives the scale. [Photo
graph by john Shelton.] 

(e.g., Collinson, 1996) and many subenvironments of the fluvial system can be rec
ognized, most ancient fluvial deposits can be assigned to one of two broad envi
ronmental settings: alluvial fan and river. These environments may be interrelated 
and overlapping. 

Alluvial Fans 

Definition and Depositional Setting 
Alluvial fans are deposits with gross shapes approximating a segment of a cone 
and exhibiting convex-up cross-sectional profile (Fig. 8 .1) .  Many have fairly steep 
depositional slopes. Sediments on alluvial fans are typically poorly sorted and in
clude abundant gravel-size detritus. Modern alluvial fans are particularly com
mon in areas of high relief, generally at the base of a mountain range, where an 
abundant supply of sediment is available. In many cases, they form downslope 
from major fault scarps. They occur both in sparsely vegetated arid or semiarid re
gions, where sediment transport occurs infrequently but with great violence dur
ing sudden cloudbursts, and in more-humid areas where rainfall is intense. In arid 
or semiarid settings, alluvial fans may pass downslope into desert-floor environ
ments with internal drainage, including playa lake environments. In humid re
gions, they may merge downslope with alluvial or deltaic plains and beaches or 
tidal flats, or they may even build into lakes or the ocean. Fans that build into 
standing bodies of water are called fan deltas (Chapter 9). Along mountain fronts, 
alluvial fans developed in adjacent drainage systems may merge laterally to form 
an extensive piedmont, or bajada. 

On the basis of depositional process, alluvial fans can be divided into debris
flow-dominated fans and stream-flow-dominated fans (Fig. 8.2). Although modem 
alluvial fans are common, the features that characterize alluvial fan deposits and 
that distinguish them from other fluvial deposits are controversial. Some authors 
(e.g., Blair and McPherson , 1994a) regard alluvial fans as relatively small scale fea
tures with steep slopes (1 .5°-25°) that were deposited mainly by sediment-gravity 
flows, particularly debris flows, and upper-flow-regime fluid flows. According to 
this definition, many fluvial deposits originally considered to be fans are not true 
alluvial fans. Instead, they would be called distributary fluvial systems or braid 
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deltas (see discussion by Miall, 1996, p. 246). Stanistreet and McCarthy (1993) pro
pose a broader spectrum of fan types that include large fans with well-defined flu
vial channels, such as the giant Kosi Fan of India and the huge Okavango Fan of 
Botswana (Africa), as well as smaller fans such as the Yana Fan of Alaska (Fig. 8.3). 

Sedimentary Processes on Fans 

As flows emerge from confined channels in a mountain front onto a fan, they are 
free to spread out, and wa ter may infiltrate into the fan. Stream power is thus re
duced, leading to deposition. Sediment-gravity flows, including debris flows and 
mudflows, are dominant transport and depositional processes on many fans in both 
arid-semiarid regions and humid setting. Debris-flow deposits (e.g., Fig. 2.10) are 
characteristically poorly sorted and lacking in sedimenta ry structures except possi
ble reverse graded bedding in their basal parts. They may contain blocks of various 
sizes, including large boulders, and they are typically impermeable and nonporous 
owing to their high content of muddy matrix. Both clast-rich and clast-poor debris 

Figure 8.2 
Schematic diagrams illus
trating the depositional fea
tures of (A) debris-flow and 
(B) stream-flow-dominated 
alluvial fans adjacent to ac
tive normal faults. [Modi
fied from Blair and 
McPherson, 1 994, Alluvial 
fans and their natural dis
tinction from rivers based 
on morphology, hydraulic 
process, sedimentary 
processes, and facies as
semblages: jour. Sedimen
tary Research, v. A34, Fig. 
1 ,  p. 455, reproduced by 
permission of the Society 
for Sedimentary Geology.] 
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Figure 8.3 
Aerial view of the Yana outwash 
fan, Chugach Mountains, south
eastern Alaska. [From ) . C. 
Booth royd and G.  M.  Ashley, 
1 9 75, Process bar morphology, 
and sedimentary structures on 
braided outwash fans, northeast
ern Gulf of Alaska, SEPM Special 
Pub. 23, Fig. 38, p. 1 96, repro
duced by permission.] 

flows can be differentiated. Debris flows commonly "freeze up" and stop flowing 
after relatively short distances of transport over lower slopes on the fan; howev
er, some flows have been reported to travel distances of up to 24 km (15 mi) 
(Sharp and Nobles, 1953) . Mudflows are similar to debris flows but consist rnain
ly of sand-size and finer sediments. Landslides are commonly associated with de
bris flows, and in many cases landslide deposits form a source of sediment for the 
debris flows. The surface of debris-flow-dominated fans lends to be steep with lit
tle vegetation (e.g., Fig. 8.1 ) . 

Stream-flow (fluid-flow) processes take place on all types of alluvial fans and 
are the principal transport mechanism on stream-flow dominated fans. Two types of 
stream-flow processes are operative: sheetflood and incised channel flow (Blair and 
McPherson, 1994b). Sheetflood is a broad expanse of unconfined, sediment-laden 
nmoff water moving downslope, corrunonly produced by catastrophic discharge. 
Sediment concentration in wa ter flows is typicaiJy about 20 percent; flows contain
ing between about 20 to 45 percent sediment are referred to as hyperconcentrated. 
Incised-channel flow takes place through channels, 1-4 m high, incised into the 
upper fan. These channels facilitate downslope movement of sediment-gravity 
flows and sheetfloods. After deposition by debris-flow or stream-flow processes oc

curs, subsequent surficial reworking can take place by discharge from rainfall or 
snowmelt, eolian (wind) activity, and bioturbation by plants and animals. 

Distinguishing Characteristics of Alluvial Fans 

Alluvial fans are cone-shaped to arcuate in plan view, with network of branching 
distributary channels (Fig. 8.1, 8.2}. The long pmfile, from fanhead to fantoe, is 
commonly concave upward; the greatest stope occurs at the fan apex and deoreas
es down the fan. The transverse or cross-fan profile is generally convex upward. 
Alluvial fan sediments are dominated by graveUy deposits, which typically show 
down-fan decease in grain size and bed thickness and an increase in .sediment 
sorting. Debris-flow-dominated fans are characterized by lobes of poorly sorted, 
coarse sediment, commonly with a muddy matrix. Stream-flow sediments consti
tute more sheetlike deposits of gravel, sand, and silt that may be moderately well 
sorted, cross-bedded, laminated, or nearly structureless. 

Hooke (1967) suggested that runoff in the coarse deposits of the upper fan 
may percolate through the subsurface and rapidly deposit a gravel lobe as a sieve 
deposit. Presumably, highly permeable gravel deposits are generated that allow 
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water to pass through rather than over the deposits, holding back only the coarser 
material. Sieve deposits have long been considered to be distinguishing features 
of alluvial fans; however, Blair and McPherson (1994b, p. 376) question the validi-
ty of the sieve concept, suggesting 'instead that most so-called sieve Jobes are actu-
ally debris-flow deposits. Roger Hooke (personal communication, 2004) sees no 
reason to change his mind about the concept of sieve lobes, and maintains that the 
concept is still valid and useful .  

Many individual beds in alluvial fans may display no detectable vertical 
grain-size trends; howeve1� others may become either finer or coarser upward. 
Overall, . .alluvial-fan deposits tend to be characterized by strongly developed 
thickening- and coarsenmg-upward successions, caused by active fan prograda
bion or outbuildiltg. Nonetheless, some fans display thinning- and fining-upward 
successions, which illdicate relative inactivity of depositional processes or fan ret
rogradation (retreat) (Nilsen, 1982). The thickness of these fining- or coarsen.ing
upwflrd suC!cessions may be htmdreds or even thousand of meters-for example, 
Miocene alluv,ial-fan deposits of the San Onofre Breccia near Dana Point, southern 
California, and Devonian a'lluvial-fan deposits along the northern margin of the 
Hornelen Basin, Norway. Alluvial fan deposits grade laterally into nonfan deposits 
such as fluvial-plain sediments, windblown deposits, or playa-lake sediments. 

Ancient Alluvial-Fan Deposits 

Alluvial fans may have been particularly important in Precambrian and early Paleo
zoic time, before the appearance of land plants that could provide an adequate vege
tation cover to inhibit erosion; however, alluvial-fan deposits have been reported from 
stratigraphic successions of many other ages. Reported occurrences include alluvial
fan deposits in the Devonian-Hornelen Basin of Norway, the Devonian-Carboniferous 
of the Gaspe Peninsula, Canada, Permo-Carboniferous successions in England, the 
Triassic Mount Toby Conglomerate of Massachusetts, and the Jurassic Todos Santos 
Formation of New Mexico, as well as numerous Tertiary examples in the United 
States and other parts of the world (see listing by Blair and McPherson, 1994a). 

The Cannes de Roche Formation (Carboniferous) of the Gaspe Peninsula, 
Canada, provides a Paleozoic example (Rust, 1981). A schematic depositional 
model for this formation is shown in Figure 8.4. The Lower Member of the forma
tion, interpreted as alluvial-fan deposits, consists of coarse red breccia interbedded 
with silty sandstone and mudstone. The breccia clasts are predominately siliceous 
limestone. These coarse breccia units a re interpreted as debris-flow deposits on the 

Upper Member 
(buft-gray conglomerate, 

sandstone, mudstone) 

Lower Member 
(red breccia, sandstone, 

mudstone) 

Figure 8.4 
Alluvial fan depositional model, the 
Cannes de Roche Formation (Car
boniferous), Gaspe Peninsula, Cana
da. [Redrawn from Rust, 1 981 ,  
Alluvial deposits and tectonic style: 
Devonian and Carboniferous suc
cessions in eastern Gaspe, in Miall, 
A. D. (ed.), Sedimentation and tec
tonics in alluvial basins: Geological 
Association of Canada Special Paper 
23, Fig. 1 2, p. 65, reproduced by 
permission .] 
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basis of poor sorting and lack of stratification. Interbedded, horizontally stratified 
and cross-stratified red breccia, sandstone, and mudstone in the Lower Member, as 
well as the Middle Member, are interpreted to have formed by stream-flow 
processes. The Middle Member is the finer grained, down-fan equivalent of the 
coarse proximal deposits of the Lower Member. The Upper Member of the forma
tion consists of buff to gray conglomerate with ronnded cobbles, sandstone, and 
mudstone containing abundant plant fragments. This member is considered to be 
the deposits of a nearby river that flowed across the alluvial plain. 

River Systems 

River systems through time have been more important as sediment transport con
duits to lakes and oceans than as sites of deposition. Nonetheless, rivers deposit 
sediment and some of this sediment is preserved under certain conditions to be
come part of the ancient sedimentary record. To recognize and nnderstand the de
posits of ancient river systems, it i:s useful lo examine the channel shapes, sediment 
transport processes, and sediment characteristics of modern rivers. 

Channel Form 

According to Leeder (1999, p. 311), the cha1mel form of rivers can be described in 
terms of the deviation of the channel from a straight path (sinuosity), the number 
of channels (single or multiple), the degree of channel subdivision by large bed
forms (bars) and accreting islands aronnd which cha1mel reaches diverge and con
verge (braidilzg), and more permanent distributive channel subdivision into 
stationary smaller channels (separated by floodplains) that each contain their own 
cha1mels and point bars (anastomosi11g). Some of these features, such as the size 
and shape of bars, vary as a fnnction of river levels; that is, they may appear dif
ferently at lm·v-water stage than at flood stage. 

It has been common practice in the past to classify rivers into three main 
types on the basis of channel form: meandering (single-channel) (e.g., Fig. 8.5), 

Figure 8.5 
Two small meandering rivers. in a broad alluvial valley, Brooks Range, northern Alaska. 
Note numerous cutoff meanders. 
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Braid bars in a braided lower reach of the Kongakut River, Arctic National Wildlife Refuge, 
northeastern Alaska. 

braided (multiple-channel) (e.g., Fig. 8.6), and anastomosing (e.g., Fig. 8.7). Some 
geologists now suggest that such rigid classification is oversimplified and unsatis
factory because the different classes of channel patterns are not mutually exclu
sive (e.g., many rivers show combinations of sinuosity and braiding in different 
reaches of the river); also, diJferent parameters are used to define the different pat
terns (e.g., Bridge, 2003, p. 147.; Leeder, 1999, p. 311) .  Even so, geologists continue 
to refer to rivers by using these channel-form names. 

The factors that ,influence channel sinuosity and braiding have been suggest
ed 'to include the magnitude and variability of stream discharge, channel slope, 
grain size of sediment, bed roughnesss, the amount and kind of sediment load 
(bedload vs. suspended load), and the stability of the cham1el banks. These factors 
are complex, interrelated, and not fully understood. The exact causes of meander
ing and braiding remain somewhat obscure. 

Box 8.1 Suggested Causes of Sinuosity and Braiding 

Bridge (2003, p. 153) suggests that the geometry of alluvial rivers is mainly 
controlled by flow and sedimentary processes that operate during seasonal 
floods when discharge is maximal. Grain size of transported sediment is pro
portional to channel slope. Jn turn, grain size a ffects channel roughness, which 
increases with increasing grain size and stream power. The degree of braiding 
apparently increases as water discharge increases for a given slope and bed
sediment s1ze, or as slope is increased for a given water discharge and bed
sediment size. Braiding occurs at lower slopes and/ or discharge as bed 
material size decreases. Discharge variability has also been suggested to pro
mote braiding; however, discharge variability may not actually be a critical 
factor. Many rivers with constant discharge display along-stream variations in 
channel pattern. 
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Sinuosity of channels increases with their width/ depth for low-powered, 
single-channel streams, but decreases with width/ depth for multiple-channel 
rivers. Sinuosity of single-channel rivers also increases with decreasing bed
material size for single channel rivers with a given discharge and slope. 

It has also been suggested that rivers that transport large amounts of 
(coarse) bed load relative to suspended load tend to be associated with easi
ly eroded banks of sand or gravel and that these rivers have large channel 
slopes and stream power. Such rivers have been assumed to be laterally un
stable and thus prone to braiding. By contrast, large suspended loads were 
assumed to be characteristic of single-channel rivers of high sinuosity. Such 
rivers are allegedly associated with stable, cohesive muddy banks and low 
stream gradient and stream power. These generalities are not applicable in 
many cases. For example, Bridge (2003, p.  1 57) reports that many braided 
rivers are sandy and silty (e.g., Brahmaputra in Bangledesh, Yellow in China, 
Platte in Nebraska), and many single-channet sinuous rivers are sandy and 
gravelly (Madison in Montana, South Esk in Scotland, Yukon in Alaska). 
Bridge also suggests that difficultly erodable banks, stabilized by vegetation 
or early cementation, may not have an important influence on the equilibri
um channel pattern, as long as the flood flow is capable of eroding banks and 
transporting sediment. 

Sediment Transport Processes in Rivers 

Channel Transport. Sediment transport (and erosion) in the higher gradient 
proximal reaches of rivers occurs mainly within the river channels. Down
stream flow of water around channel bends leads to helical spiraling of flow, 
out toward the surface and inward at the bed (Fig. 8.8). The channels are char
acterized by the presence of bars. Point bars (also referred to as side bars and 
lateral bars) are attached to the river bank (e.g., Fig. 8.5) . The basic dynamics of 
flow around meanders leads to erosion on the outside parts of bends and deposi
tion on the point bars. Helical flow transports sediment, eroded from the cut 
bank, across the stream along the bottom and deposits it by lateral accretion on the 
point bar. The resulting point-bar sediments are characterized by cross-bedding 
and general fining upward toward the top of the bar. In braided rivers, braid 
bars (also called channel, mediat longitudinal, and transverse bars, as well as 
sand flats) are present in midchannel position (e.g., Fig. 8.6). These braid bars 
can be thought of as double-sided point bars. As the current splits around the 
upstream end of the bar, helical flow causes lateral accretion on both sides of the 
bar. Because braid bars are free to move, in contrast to point bars, scouring and 
subsequent deltalike deposition takes place at the downstream end of the bar. 
Thus, braid bars can migrate downstream. On the other hand, some braid bars 
remain stable long enough to be colonized by vegetation, thus forming islands. 

Floodplain Deposition. Floodplains are strips of land adjacent to rivers that are 
commonly inundated during seasonal floods. Floodplains can be present along 
both braided and meandering rivers, although they appear to be particularly 
common along single-channel rivers. When the stream floods and overtops its 
banks, deposition of fine sediment occurs on natural levees, in adjacent flood
basins, and in oxbow lakes (Fig. 8.9). Deposition from overbank waters results in 
upbuilding of the sediment surface and is thus called vertical accretion, in contrast 
to the lateral accretion that takes place on point bars. Natural-levee deposits form 
primarily on the concave or steep-bank side of meander loops immediately adja
cent to the channel as a result of sudden loss of competence, and they typically 
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Landsat photograph of the Bramaputra River immediately north of its 
confluence with the Ganges, showing anastomosing, single-channel, 
and braided channel patterns. [From Bridge, ] .  S., 1 993, The interac
tion between channel geometry, water flow, sediment transport and 
deposition in braided rivers, in Best, ].  L., and C .  S .  Bristow (eds.), 
Braided rivers, Geological Society London Special Publication No. 75, 
Fig. 4j p. 2 1 , reproduced by permission.] 

contain horizontally stratified fine sands overlain by laminated mud. Floodplain 
deposits are fine-grained sediments that settle out of suspension from floodwaters 
carried into the floodbasin, which may be a broad, low-relief plain, a swamp, or 
even a shallow lake. These thin, fine-grained deposits commonly contain consid
erable plant debris and may be bioturbated by land-dwelling organisms or plant 
roots. Crevasse-splay deposits may also occur on floodplains where rising flood
waters breach natural levees (Fig. 8.9). Sedimentation from traction and suspen
sion occurs rapidly after breaching as water containing both coarse bedload 

. sediment and suspended sediment debouches suddenly onto the plain, resulting 
in graded deposits that may resemble a Bouma turbidite sequence (Walker and 
Cant, 1979). A river may also abandon its channel and move, relatively suddenly, 
"to another position on the floodplain. This process is termed avulsion. 

Characteristis of Fluvial Deposits 

It is dear from the preceding discussion that sediments can be deposited in a variety 
of subenvironments within the fluvial system: on point bars and in channels of me
anderir\g rivers, in braid bars of braided rivers, and in natural levees, floodbasins, 
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Figure 8.9 
The morphological ele
ments of a meandering 
river system .  Note: A thal
weg is a line connecting 
the deepest points along a 
stream channel; it is com
monly the line of maxi
mum current velocity. 
[From Walker, R .  G., and D. 
J. Cant, 1 984, Sandy fluvial 
systems, in R. G. Walker 
(ed.), Facies models: Geo
science Canada Reprint Ser. 
1 ,  Fig. 1 ,  p. 72, reprinted 
by permission of Geological 
A�sociation of Canada.] 
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Figure 8.8 
Helical flow in a meander bend, leading to lateral accretion of cross-bedded, fining-up
ward deposits. [From Leeder, M., 1 999, Sedimentology and sedimentary basins, Fig. 
B 1 7. 1 , p. 3 1 3.  Reproduced by permission of Blackwell Science Ltd.] 
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and oxbow lakes of floodplains. Therefore, it is difficult to generalize about the 
characteristics of fluvial deposits. Nevertheless, fluvial sediments have some com-
mon properties. Most fluvial deposits consist of sand and gravel, although mud 
may be common in floodplain deposits of meandering streams. Some braided 
channels may also have been formed in muddy sediments on floodplains; howev-
er, the mud was probably transported as sand-sized pellets (Bridge, 2003, p. 157). 
Sorting of most fluvial sediments ranges from moderate to poor. The deposits of 
point bars and braid bars generally display fining-upward grain size owing to the 
helical nature of sediment transport on bars. Migration of meanders also produces 
a general fining-upward succession as channel lag deposits are overlain by fining-
upward point bar deposits and, in turn, silty and muddy floodplain deposits 
(Allen, l970b). Multiple episodes of channel shifting and bar migration in braided 
rivers produce 'Vertical stackin.g of bar deposits, perhaps separated by thin mud-
stones {Fig. 8.l�A). Multiple episodes of meander migration produce vertical 
stacking of fining-upward successions in meandering-river deposits (Fig. 8.108). 
See Miall (1996) for additional examples of vertical profiles in fluvial sediments. 

Fluvial deposits commonly display abundant traction structures, including 
planar and trough cross-bedding, upper-flow-regime planar bedding, and rip
ple-marked su rfaces. Sedimentary structures yield unidirectional, downstream 
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Figure 8.10 
Examples of l ithofacies and verti
cal profiles in sediment from a 
sandy braided river (A) and a 
sandy meandering river (B). 
[After Miall, A. D., 1 996, The ge
ology of fluvial deposits, Fig. 
8.80, p. 205, and 8.8G, p. 204, 
Springer-Verlag, reproduced by 
perm iss ion.] 
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Figure 8.1 1 

paleocurrent directions that tend to be more variable in meandering-river de
posits than in braided-river deposits. Fluvial deposits may contain a variety of fos
sil hard parts of terrestrial animals as well as trace fossils created by both animals 
and plants (e.g., Bridge, 2003, p. 374). 

Fluvial Architecture 

Lateral migration of braided rivers leaves sheetlike or wedge-shaped deposits of 
channel and bar complexes (Cant, 1982). Lateral migration combined with aggrada
tion leads to deposition of sheet sandstones or conglomerates that enclose very thin, 
nonpersistent shales within coarser sediments (Fig. 8.11). Migration of meandering 
streams, which are confined within narrow, sandy meander belts of stream flood
plains, generate linear "shoestring" sand bodies oriented parallel to the river course. 
These shoestring sands are surrounded by finer grained, overbank floodplain sedi
ments. Periodic stream avulsion may create new channels over time, leading to for
mation of several linear sand bodies within a major stream valley (Fig. 8.12). 

The term fluvial (alluvial) architecture (Allen, 1978) refers to the three-di
mensional geometry, proportion, and spatial distribution of the various types of 
alluvial deposits in sedimentary basins, as in Figures 8.11 and 8.12. Fluvial archi
tecture concerns the large-scale, long-term aspects of alluvial erosion and deposi
tion. The study of three-dimensional fluvial architecture requi res extensive 
exposures (outcrops) or the availability of closely spaced sediment cores and /or 
seismic data (Chapter 13), as well as accurate age dating. Fluvial architecture is in
fluenced by tectonics, climate, base levels, and channel types, which control 
processes such as subsidence rates, slope changes, channel incision and aggrada
tion, and channel migration and avulsion (e.g., Leeder, 1993). 

Ancient River Deposits 

Many examples of ancient fluvial deposits, ranging in age from Precambrian to 
Holocene, have been cited in the literature. Numerous studies of fluvial deposits 
are documented in "Alluvial Sedimentation," edited by Marzo and Puigdefabre
gas (1993), and ''Fluvial Sedimentology VI," edited by Smith and Rogers (1999). 
Many other studies are reported in geological journals; see, for example, refer
ences cited by Leeder (1999, p.  328). These published studies discuss a wide range 

Schematic representation of the 
fluvial architecture of braided-river 
deposits. [After Walker, R. G., and 
D. J. Cant, 1 984, Sandy fluvial sys
tems, in R. G. Walker (ed.), Facies 
models: Geoscience Canada 
Reprint Ser. 1 ,  Fig. 9, p. 77, 
reprinted by permission of Geo
logical Association of Canada.] 
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Figure 8.12 
Schematic representation of the 
fluvial architecture of meander
ing-river deposits. [After Walker, 
R. G., and D. ). Cant, 1 984, 
Sandy fluvial systems, in R. G .  
Walker (ed.), Facies models: Geo
science Canada Reprint Ser. 1 ,  
Fig. 9, p .  77, reprinted by permis
sion of Geological Association of 
Canada.] 

of fluvial sediments, such as meandering-river, braided-river, crevass-splay, avul
sion, and floodplain deposits, as well as fluvial architecture. 

The Triassic Buntsandstein facies in eastern Spain provides one example of 
an ancient river system that laid down deposits of both braided and meandering 
rivers (L6pez-G6mez and Arche, 1993). The Buntsandstein of the southeastern 
Iberian Ranges consists of four continental red bed units (Fig. 8.13). The lower
most unit, which has very limited extent, is a basal breccia deposited by debris 
flows. The Boniches Formation overlying this basal unit consists of conglomerate 
with subrounded pebbles and abundant sandy matrix. These materials were de
posited as longitudinal and lateral bars (braid bars) in shallow braided fluvial 
channels. The Alcotas Formation, which rests on the Boniches Formation, consists 
of red mudstone with many lenticular, multilateral, multistory sandstones and 
congl0merates. This tmit was deposited as floodplain and channel-fill deposits in 
a fluvial system evolving from braided to high sinuosity channel pattern. 

The Canizar Formation, which ranges in thickness to about 210 m, rests 
above a scoured surface on the Alcotas Formation. It consists of pink to white, 

Cariizar Formation 
(braided sandstone) 

Alcotas 
Formation 
(floodplain 
mudstone and 
channel sand
stone) 

Figure 8.1 3 
Schematic depositional model 
for the fluvial Buntsandstein fa
cies (Triassic) southeast of the 
Iberian Ranges, eastern Spain. 
[Redrawn from L6pez-G6mez, 
) . ,  and A. Arche, 1 993, Architec
ture of the Canizar fluvial sheet 
sandstones, Early Triassic, Iber
ian ranges, eastern Spain, in 
Marzo and Puigdefabregas 
(eds.), Alluvial sedimentation: 
International Association of Sed
imentologists Special Pub!. No. 
1 7 : Blackwell Scientific Pub!., 
Fig. 1 3, p. 377. Reproduced by 
permission.] 
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medium to fine sandstone with a few conglomerate and mudstone beds. The for
mation is made up of six multilateral, multistory sandstone sheet complexes, 
which are the main architectural units that build up the sheetlike sandstone for
mation. Most of the sandstone units display planar or trough cross-bedding. Some 
are marked by rippled surfaces, and a few are parallel laminated. Plant remains 
are scattered through the formation. The Cafiizar Formation is interpreted as the 
deposits of a braided-river system with dominant bedload transport. The main fa
cies formed as channel transverse bars, composite bars, and sandflat complexes. 
Lateral accretion was common on the bars. 

The Buntsandstein facies as a whole displays gradation upward from coarse, 
braided-river deposits (Boniches Formation) through multistory, meandering
river sand bodies enclosed in floodplain muds (Alcotas Formation), to multistory 
sand sheets deposited in a braided-river system. The fluvial system flowed south
east through an asymmetrical graben (the Iberian Basin) in central Spain. 

8.3 EOLIAN DESERT SYSTEMS 

Introduction 

Deserts cover broad areas of the world today, particularly within the latitudinal 
belts of about 1 0-30 degrees north and south of the equator, where dry, descend
ing air masses create prevailing wind systems that sweep toward the equator. 
Deserts also lie in the interiors of continents and in the rain shadows of large 
mountain ranges where they are cut off from moisture from the oceans. Deserts 
are areas in which potential rates of evaporation greatly exceed rates of precipita
tion. They cover about 20-25 percent of the present land surface. 

Because of their generally low rainfall, commonly less than about 25 cm/yr, 
we tend to think of deserts as extremely dry areas dominated by wind activity and 
covered by sand. In reality, a variety of subenvironments exist within deserts, such 
as alluvial fans; ephemeral streams that run intermittently in response to occa
sional rains; ephemeral saline lakes, also called playas or inland sabkhas; sand
dune fields; interdune areas covered by sediments, bare rocks, or deflation 
pavement; and areas around the fringe of deserts where windblown dust (loess) 
accumulates. Large areas of the desert environment may indeed be carpeted by 
windblown, or eolian, sand. Such areas that cover more than about 1 25 km2 are 
called sand seas or ergs (Fig. 8.14); smaller areas are called dune fields. Ergs and 
dune fields cover about 20 percent of modern deserts or about 6 percent of the 
global land surface. The remaining areas of deserts are covered by eroding moun
tains, rocky areas, and desert flats. The largest desert in the world, the Sahara 
(7 million km2) ,  contains several ergs arranged in belts. The larger belts cover 
areas as extensive as 500,000 km2. 

Transport and Depositional Processes in Deserts 

Most deserts are characterized by extreme fluctuations in temperature and wind, 
on both a daily and a seasonal basis. Rainfall rates are low, as mentioned, and the 
rains are very sporadic. Vegetation is generally extremely sparse. When rains do 
come, they tend, owing to the lack of vegetative cover, to create flash floods. Rain
water typically drains toward the centers of desert basins, where playas or inland 
sabkhas may develop and become sites of deposition of carbonate and evaporite 
minerals. Because periodic rains create flash floods and ephemeral streams and 
mobilize debris flows and mudflows, they are extremely important agents of sed
iment transport in deserts. Nonetheless, much of the time water plays a relatively 
small role in sediment transport in deserts. Most of time, wind is the dominant 
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Figure 8.14 
Spaceborne radar image of part 
of the vast Namib Sand Sea on 
the west coast of southern 
Africa, just northeast of the city 
of Luderitz, Namibia, showing a 
variety of dune shapes and sizes. 
NASA image acquired by space
borne imaging radar on board 
the space sh uttle Endeavour, 
April 1 1 , 1 994 . Downloaded 
from the Web 1 / 1 3/2000. 

agent of sediment transport and deposition. Wind is much less effective than 
water as an agent of erosion, but it is an extremely effective medium of transport 
for loose sand and finer sediment. Not only does it account for the transport of 
vast quantities of siliciclastic sand in deserts, but it is also responsible for sediment 
transport in glacial environments, on river flood plains, and along many coastal 
areas, where both carbonate and siliciclastic sands may be transported inland. The 
windblown deposits of these la tter environments are quite small compared to the 
sand seas of desert areas. Wind storms, or dust storms, may also carry silt and clay 
far from their sources and are responsible for transporting much of the pelagic 
sediment to deep ocean basins. 

Wind transports sediment in much the same way as wa ter, separating the 
sediment into three transport populations: traction, saltation, and suspension. 
Transport of grains by wind is initiated when wind strength rises to the fluid 
threshold and also when wind blowing at greater than threshold speed over an 
immobile surface encounters the leading edg,e of a deposit of loose, mobile mater
ial. Direct dislodgment by wind may also play a role in grain transport (Anderson, 
Sorenson, and Willets, 1991). Grain motion appears to cascade rapidly as those 
grains most susceptible to direct dislodgment collide (downwind) with and dis
turb less susceptible grains. The rapidity of the dislodgment depends upon the 
grain size, shape, sorting, and packing. At scattered locations, almost random, 
near-bed turbulence causes the Wind flow to be seeded with low-energy ejected 
grains. Many of these grains translate d9wnwind at a range of speeds, dislodging 
other grains as they go. A single flurry, therefore, tends to give rise to a translating 
and dispersing sequence of dislodgments. At a particular locality undergoing 
threshold wind flow, many such dislodgment sequences may be superimposed to 
produce overaU e.ntraimnent and transport. 

Wi:nd effectively separates sediment finer than about 0.05 mm from coarser 
sediment and transports this fine sediment long distances in suspension. Except at 
unusually high wind velocities, coarser sediment travels by traction and saltation 
close to the ground. Saltation is a particularly important mode of wind transport, 
aided by downslope creep of grains owing to the impact of saltating grains as they 
strike !the bed. Wmd appears to be especially effective in transport of medium to 
fine sand and finer sediment, but coarse particles (up to 2 mm or somewhat larg
er) may also tmdergo transport by rolling and surface creep under high-velocity 
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winds. The transporting and sorting action of wind tends to produce three kinds 
of deposits: dust (silt) deposits, sometimes referred to as loess, that commonly ac
cumulate far from the source; sand deposits, which are commonly well sorted; 
and lag deposits, consisting of gravel-size particles that are too large to be trans
ported by wind and that form a deflation pavement. 

Wind transport and deposition generates many of the same kinds of bed
forms and sedimentary structures-such as ripples, dunes, and cross-beds-as 
those produced by water transport. The bedforms that develop during wind 
transport range from ripples as small as 0.01 m long and a few millimeters in 
height to dunes 500-600 m long and 100 m high. Less commonly, gigantic bed
forms called draas that may have wavelengths measured in kilometers (up to 5.5 
km) and heights up to 400 m may also form by wind transport (Wilson, 1972; 
McKee, 1982). The wave length of wind-transported bedforms increases with in
creasing wind velocity, and wave height tends to increase with increasing grain 
size. Under a given set of conditions of grain size and wind velocity, ripples, 
dunes, and draas can coexist. Thus, dunes exist on the backs of draas, and ripples 
are created on the backs of dunes. 

Bagnold's (1954) study dealing with the physics of blown sand remains the 
classic piece of research in the field of eolian sediment transport and deposition; 
however, more recent workers continue to investigate this subject (e.g., Barndorff
Nielsen and Willets, 1991; McEwan and Willets, 1993; Gilette, 1999). An interesting 
research trend is the use of computer modeling and simulation to generate data 
that can be compared to experimental observations from field and wind tunnel 
(e.g., McEwan and Willets, 1993). 

Deposits of Modern Deserts 

Eolian sediments accumulate in a variety of small-scale settings in deserts and 
even in shoreline environments; however, the major areas of accumulation are in 
ergs (sand seas) . Ergs form under prevailing wind systems, primarily in arid re
gions, where copious supplies of fine sediment are present. Noteworthy present
day ergs include those of the Saharan and Arabian deserts of northern Africa, the 
Namib Desert of southern Africa (Fig. 8.14), the Mojave and Sonoran deserts of 
southwestern North America, and the Australian Desert of central Australia. Sed
iment supply, availability, and wind energy play major roles in determining the 
geomorphology of ergs. Dune patterns in sand seas are the product of (1) regional 
changes in wind regimes that promote the formation of dunes of different mor
phological types, and (2) temporal changes in sand supply, availability, and mo
bility that give rise to the generation of multiple episodes of dune formation 
(Lancaster, 1999). 

The various environments of deserts can be grouped into three main 
subenvironments: dune, interdune, and sand sheet (Ahlbrandt and Fryberger, 
1982; Fig. 8 . 15) .  The dune environment is primarily the site of wind transport 
and deposition of sand, which accumulates in a variety of dune forms, many 
having steeply dipping slip faces or avalanche faces. Interdune areas can re
ceive both windblown sediment and sediment transported and deposited by 
ephemeral streams in stream floodplains or playa lakes. The sheet-sand environ
ment exists around the margins of dune fields. The deposits of this environment 
form a transitional facies between dune and interdune deposits and deposits of 
other environments. 

Dunes 
Many types of dunes (e.g., Fig. 8.16) occur in the sand seas and dune fields of 
modern deserts, ranging from those with no slip faces to those with three or more 
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Areal distribution and stratigraphic 
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Figure 8.16 
Sand du nes near Stovepipe Wells, Death Va l ley, 
California. Note the sharply developed sl ip facies, 
indicating sand transport from left to right. Photo
graph by james Stova l l .  

slip faces (Fig. 8.17). Eolian bedforms range in scale from small ripples to trans
verse and longitudinal dunes 0.1 to 100 m high to complex dunes, called draas, 
with heights of 20 to 450 m. Dune morphology is determined by the availability of 
sand, wind intensi ty, and the variability of wind directions (e.g., Lancaster, 1999; 
Pye and Tsoar, 1990, Chapter 6). 
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Figure 8.17 
Basic eolian dune forms 
grouped by n umber of sl ip 
faces. [After Ahlbrandt, T. 
S., and S. G. Fryberger, 
1 982, I ntroduction to eo
l ian deposits, i n  Scholle, P. 
A., and D .  Spearing (eds.), 
Sandstone depositional en
vironments: Am. Assoc. Pe
troleum Geologists Mem. 
31 , F ig .  3, p. 1 4, reprinted 
by permission of AAPG, 
Tulsa, Okla.] 
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Compound dunes are those in which similar dunes are 
superimposed -e.g . •  small barchan on large barchan dune. 

Complex dunes are those in which dissimilar dunes are 
superimposed-e.g., star on top of linear dunes. 

Dune deposits commonly consist of texturally mature sands that are well 
sorted and well rounded; however, considerable textural variation can occur. They 
are also typically quartz rich, although many coastal dune deposits contain high 
concentrations of heavy minerals and unstable rock fragments. Coastal dunes in 
some tropical areas may consist largely of ooids, skeletal fragments, or other car
bonate grains, and dunes composed of gypsum occur in some desert areas, such 
as White Sands, New Mexico. Eolian dunes are characterized particularly by 
large-scale cross-bedding (e.g., Fig. 4.18). Several kinds of small-scale internal 
structures may also be present, such as plane-bed laminae, rippleform laminae, 
ripple-foreset cross-laminae, climbing ripples, grainfall laminae, and sandflow 
cross-strata (e.g., Hunter, 1977). Migration of dunes generates a vertical succession 
of sandy facies that may display many of these structures (e.g., Fig. 8.15). 

Owing to the variety of dune types that can form under different wind con
ditions, local paleocurrent vectors derived from eolian cross-bed data can range 
from unimodal to polymodal. Paleocurrent data may thus show a high degree of 
scatter that complicates calculation of ancient prevailing sediment transport direc
tions. On a regional scale, eolian paleocurrent patterns are reported to swing over 
hundreds of miles around high-pressure wind systems. 

Interdunes 

Interdune areas occur between dunes and are bounded by dunes or other eolian 
deposits such as sand sheets (Fig. 8.15). Interdunes may be either deflationary 
(erosional) or depositional. Very little sediment accumulates in most deflationary 
interdunes except coarse, granule-size lag sediments that may show rippled sur
faces and inverse grading. Deflationary interd unes are preserved in the rock 
record as a disconformity overlain by thin, discontinuous, winnowed lag deposits. 
Sediments deposited in depositional interdunes can include both subaqueous and 
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subaerial deposits depending upon whether they are deposited in wet, dry, or 
evaporite interdunes (Ahlbrandt and Fryberger, 1981). All interdune deposits are 
characterized by low-angle stratification ( < � 10°), because they are formed by 
processes other than dune migration, although many deposits may be almost 
stmctureless owing to secondary processes, largely bioturbation, that destroy 
stratification. 

Dry interdunes or interdunes that are wetted only occasionally are most 
common. Deposits in dry interdunes are generated by ripple-related wind-trans
port processes, grainfall in the wind shadow in the lee of dunes, or sandflow 
(avalanching) from adjacent dunes. The deposits tend to be relatively coarse, bi
modal, and poorly sorted, with gently dipping, poorly laminated layers. They are 
also commonly extensively bioturbated by both animals and plants. 

Wet interdune areas are the sites of lakes or ponds where silts and clays are 
trapped by semipermanent standing bodies of water rather than being deflated 
and removed. These sediments may contain freshwater species of organisms such 
as gastropods, pelecypods, diatoms, and ostracods. They are also commonly bio
turbated and may contain vertebrate footprints. Some wet interdune sediments 
become contorted owing to loading by dune sediments. 

Evaporite interdunes, or inland sabkhas, occur where drying of shallow 
ephemeral lakes or evaporation of damp surfaces causes precipitation of carbon
ate minerals, gypsum, or anhydrite. Growth of carbonate minerals or gypsum in 
sandy sediment tends to disrupt and modify primary depositional features. Desic
cation cracks, raindrop imprints, evaporite layers, and pseudomorphs may char
acterize these sediments (e.g., Lancaster and Teller, 1988). 

Sheet Sands 

Sheet sands are flat to gently undulating bodies of sand that commonly surround 
dune fields. They are typically characterized by low to moderately dipping (0-20°) 
cross-stratification and may be interbedded in some parts with ephemeral stream 
deposits (Fig. 8.15). Sheet-sand deposits may also contain gently dipping, curved, 
or irregular surfaces of erosion several meters in length; abundant bioturbation 
traces formed by insects and plants; small-scale cut-and-fill structures; gently dip
ping, poorly laminated layers resulting from adjacent grainfall deposition; discon
tinuous, thin layers of coarse sand intercalated with fine sand; and occasional 
intercalations of high-angle eolian deposits (e.g., Ahlbrandt and Fryberger, 1982; 
Kocurek and Nielson, 1 986; Schwan, 1988). 

Kinds of Eolian Systems 

Desert systems can be characterized as wet, dry, or stabilized (Kocurek and 
Havholm, 1993; Kocurek, 1996). Dry systems are those in which the water table 
and its capillary fringe lie at depth below the depositional surface. Therefore, the 
water table has no stabilizing effect on the surface and near-surface sediment. The 
aerodynamic configuration or shape of the sediment surface (e.g., dune shape) 
alone determines whether sediment is deposited or simply moves across the sur
face (bypass) or, alternatively, if erosion of previously deposited sediment takes 
place. Tn wet systems, the water table or its capillary fringe is at or near the de
positional surface. Therefore, deposition, bypass, and erosion along the substrate 
are controlled by the moisture content of the substrate as well as by its aerody
namic shape. Stabilized systems are those in which factors such as vegetation, 
surface cementation, or mud drapes play a significant stabilizing role and thus 
influence the behavior of the accumulating surface. Major eolian environments 
such as the Sahara may show a full range of these three kinds of eolian systems 
(Kocurek, 1996). 
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Figure 8.18 

The extent to which eolian sediment is preserved to become part of the geo
logic record is strongly influenced by the kind of system in which it accumulates. 
The vertical space in which sediment accumulates is called its accumulation 
space; however, only that sediment which lies below the baseline of erosion is pre
served (the preservation space). This baseline is affected mainly by subsidence 
(caused by tectonism, loading, and compaction) and the position of the water 
table. Not all of the sediment that accumulates in dry eolian systems may be pre
served. Preservation can occur if subsidence brings the sediment below the ero
sional base level, the water table rises through the dry accumulation, or a 
combination of these two factors takes place (Kocurek, 1999; Fig. 8.1 8) .  In wet sys
tems, the accumulation space is essentially also the preservation space because the 
water table is near the surface. In a stabilizing system, some preservation can 
occur above the regional baseline of erosion. Keep in mind, however, that as dunes 
migrate, the dune bedforms themselves (the shapes of the dunes) are not pre
served. The depositional record that the migrating dunes leave behind is mainly 
the lower foresets only. 

Bounding Surfaces in Eolian Deposits 

As mentioned, bedforms are only rarely preserved in ancient eolian deposits. In
stead, we see cross-bedding and other internal features (e.g., Fig. 8.15 A, B), main
ly from the lowest parts of the original bedforms, that remain as a record of 
bedform migration across ancient deserts. In addition to foresets and other bed
ding features, seyeral kinds of bounding surfaces may be generated within eolian 
successions as a record of complex depositional and erosional processes. Brook
field (1984) describes three kinds of bounding surfaces: flat, first-order surfaces 
related to migration of large bedforms; inclined, second-order surfaces that com
monly slope downwind and enclose cosets of cross-strata deposited by smaller 
dunes superimposed on large bedforms; and third-order surfaces that are generat
ed by erosional modification of the lee faces of migrating dunes. 

Kocurek (1996) suggests that it is difficult to apply this hierarchical scheme 
of first-, second-, and third-order surfaces in surface sections and recommends 
abandoning the terminology. Instead, he proposes the following terminology for 
these surfaces: reactivation or redefinition surfaces (third-order), which occur 
because of periodic erosion of the lee faces of dunes; superposition surfaces 
(second-order), which form by migration of d unes or scour troughs superimposed 

Examples of preservation of eolian sedi
ment accumulations. A. New (increased) 
accumulation space created by a relative 
rise in the water table. B. Accumulation 
space created by subsidence below the 
baseline of erosion. [After Kocurek, G.,  
and K. G .  Havholm, 1 993, Eolian se
quence stratigraphy-A conceptual 
framework, in Weimer, P., and H. W. 
Posamentier (eds.), Siliciclastic sequence 
stratigraphy: Recent developments and 
applications: AAPG Memoir 58, Fig. 1 3, 
p. 405, reproduced by permission.] 
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Superposition 
surface (Sp) 

Bounding surfaces in eolian deposits. Note that superposition and reactivation surfaces are 
contained within cross-bed sets or cosets bounded by interdune surfaces, and that super 
surfaces (unconformities) can truncate interdune surfaces and entire erg successions. 
[Modified from Kocurek, G., 1 988, First-order and super bounding surfaces in eolian se
quences--Bounding surfaces revisited: Sedimentary Geology, v. 56, Fig. 2, p. 1 95, repro
duced by permission of Elsevier Science Publishers.] 

on the lee face of the main bedform; and interdune surfaces (first-order) formed 
between sets or cosets of cross-strata and that separate accumulations of the dif
ferent bedforms (Fig. 8.19). 

In addition to the above surfaces, regional unconformities may be present 
within eolian successions that mark the end of a major episode of eolian deposi
tion. Such unconformities are referred to as super surfaces (Kocurek, 1996). They 
signify regional interruption of sand-sea deposition and develop in response to 
changes in sediment supply, climate, or possibly sea level in some cases. They may 
be surfaces of erosion, where sediment has deflated down to the water table, or 
surfaces of bypassing. On a bypassing surface, there is no net erosion or sediment 
accumulation. Sediment is simply transported across the surface to other areas. 

Andent Desert Deposits 

Navajo/Nugget Sandstone 

The Jurassic Navajo Formation of the southwestern United States is one of the 
thickest, most widespread, and best exposed ancient eolian (erg) depositional sys
tems in the world (Kocurek, 2003). The Navajo, and its lateral equivalent Nugget 
Sandstone, reach nearly 700 m in thickness and extend over 265,000 km2 over por
tions of five states (Fig. 8.20). The original extent of the Navajo sand seas was 
about 2.5 times as large as the present outcrop (Marzolf, 1988).  

The Navajo has been suggested in the past to be a marine deposit; however, 
few geologists today doubt its eolian origin. Petrologically, it consists of fine- to 
medium-size quartz grains that are generally well rounded and commonly frost
ed. The most striking feature of the Navajo is the presence of huge tabular cross
bed sets that display sweeping foresets (Fig. 8.21). Dips of foresets commonly 
exceed 20°, and individual cross-bed sets range in thickness from about 5 m to al
most 35 m. Freshwater invertebrate fossils (ostracods and crustaceans) have been 
reported from the Navajo, as well as dinosaur and pteropod tracks and skeletons 
of bipedal dinosaurs and early mammals. Slump structures such as contorted 
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Figure 8.20 
Estimates of the minimum and maximum a reas of de
position of the Navajo Sandstone and its lateral equiv
alents. [After Marzolf, j. E., 1988, Controls on late 
Paleozoic and early Mesozoic deposition of the west
ern U nited States: Sedimenta ry Geology, v. 56, Fig.  6, 
p .  179, reproduced by permission.] 

APPROXIMATE ORIGINAL DEPOSITIONAL LIM ITS 

PRESENT LIM ITS OF NUGGET AND NAVAJO SAN DSTONES 

Figure 8.21 
Navajo Sandstone (Jurassic) in Zion National Park, Utah, showing large sets of cross strata 
generated by migration from left to right of ancient eolian sand du nes. Note the promi
nent interd une bounding surfaces (see Fig.  8 . 1 9) between cross-bed sets. 

bedding, which are reported from modern dune sands that have been wetted, are 
also common. 

As described in preceding paragraphs, sediment deposited during migra
tion of dunes across a desert may be preserved in part, commonly the lower part 
of the foresets, owing to tlse in water table, basin subsidence, or both. Succeeding, 
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successive migrations across a subsiding basin result in vertical stacking of eolian 
facies separated by interdune bounding surfaces and super surfaces. At the mar-
gins of dtme fields, the boundary between eolian and other (e.g., fluvial or ma-
rine) environments may shift back and forth, generating a vertical succession of 
facies in which eolian and noneolian sediments are interbedded. For example, the 
schematic illustration in Figure 8.15 shows an eolian succession in Column A and 
an interbedded fluvial-eolian succession in Column B. 

The Navajd Sandstone provides a real example of this principle, as shown 
by intertonguing eolian deposits of the Navajo and fluvial deposits of the 
Kayenta Formation in northeastern Arizona (Fig. 8.22). Three fluvial to eolian 
drying-upward cycles are illustrated, each representing the advance of the 
Navajo erg across the Kayenta alluvial plain, probably in response to an increas
ingly arid climate. Return to wetter conditions terminated the advance of the 
erg, allowing fluvial deposits of the Kayenta to, in turn, advance over an ero
sional Navajo surface. Thus, in this succession, cross-bedded Navajo eolian 
dune deposits and flooded interdune deposits are interbedded vertically with 
floodplain and other fluvial deposits of the Kayenta Formation. 
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FLOODPLAIN Figure 8.22 
Representative intertonguing Jurassic eolian (Navajo) and fluvial (Kayenta) facies 
in northeastern Arizona. Total thickness of the column is about 1 00 m. Note three 
major drying-up cycles, indica,ting advance and retreat of the Navajo erg. [After 
Herries, R. D., 1 993, Contfasting styles of fluvial-eolian interaction at a downwind 
erg margin: Jurassic Kayenta-Navajo transition, northeastern Arizona, in North, C. 
P., and D. ) . Prosser (eds.), Characterization of fluvial and aeolian reservoirs, Geo
logical Society London Special Publication No. 73, Fig. 1 7, p. 21 0, reproduced by 
permission.] 
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Other Ancient Desert Deposits 
Ancient sandstones interpreted to be windblown deposits have been described 
from sedimentary successions as old as the Precambrian from many parts of the 
world. One of the most extensive and intensely studied eolian records is from the 
late Paleozoic and Mesozoic of the western interior of the United States (Blakey, 
Peterson, and Kocurek, 1 988). In addition to the Navajo Sandstone, described 
above, eolian deposits are widespread from Montana to Arizona and include 
Pennsylvanian (e.g., Weber and Tensleep), Permian (e.g., Cedar Mesa and Coconi
no), Triassic (e.g., Jelm and Wingate), and Jurassic (Entrada) formations. This im
pressive eolian system consists of thick, extensive assemblages that represent 
deposition from different types of dunes and eolian complexes and interaction 
among eolian, fluvial, marine, and lacustrine environments. 

Examples from other continents include the Permian Rotliegendes of north
western Europe, the Jurassic-Cretaceous Botucatu Formation of the Parana Basin of 
Brazil, the Permian Lower Bunter Sandstone of Great Britain, the Permo-Triassic 
Hopeman Sandstone of Scotland, the Permian Corrie Sandstone of Scotland, and 
the Proterozoic (Precambrian) of India and northwestern Africa.  The Rotliegendes 
has been particularly well studied (e.g., Glennie, 1986). It accumulated in a series 
of graben (fault) basins as interbedded eolian, fluvial, lacustrine (lake), and 
sabkha (evaporite) deposits, again illustrating the complex interaction of eolian 
and noneolian systems. Other examples of ancient eolian deposits can be found in 

"Further Reading-Eolian Systems" at the end of this chapter. 

8.4 LACUSTRINE SYSTEMS 

Lakes cover about 1-2 percent of Earth's surface. Because the world's continents 
are presently in a higher state of emergence than was typical of much of Phanero
zoic time, lake sedimentation is more prevalent today than it was during much of 
the geologic past. In fact, ancient lake sediments appear to be of only minor im
portance volumetrically in the overall stratigraphic record, although they have 
been reported in stratigraphic successions ranging in age from Precambrian to 
Holocene. Although not abundant in the geologic record, lake sediments are 
nonetheless important. Lake chemistry is sensitive to climatic conditions, making 
lake sediments useful indicators of past climates. For example, several studies 
have shown that ancient episodes of wet and dry climates can be deciphered on 
the basis of lake sediment chemistry and mineralogy. Also, some lake deposits 
contain economically significant quantities of oil shales, evaporite minerals, coal, 
uranium, or iron. Many lake sediments also contain abundant fine organic matter 
that may act after burial as a source material for petroleum (Katz, 1990). 

Origin and Size of lakes 

The basins, or depressions, in which lakes form can be created by a variety of 
mechanisms, including tectonic movements such as faulting and rifting; glacial 
processes such as ice scouring, ice damming, and moraine damming; landslides or 
other mass movements; volcanic activity such as lava damming or crater explo
sion and collapse; deflation by wind scour or damming by windblown sand; and 
fluvial activity such as the formation of oxbow lakes and levee lakes. Many exist
ing lakes appear to have originated directly or indirectly by glacial processes (Pi
card and High, 1981) and thus may not be typical of ancient lakes, which formed 
predominantly by tectonic processes. On the other hand, we know that some large 
modern lakes also formed by tectonic processes (e.g., Lake Tanganyika in the East 
African rift system, Lake Baikal in the Baikel rift system in Siberia) and volcanic 
processes (e.g., Crater Lake, Oregon). Of the twenty-five largest lakes by surface 
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area today, ten are of glacial origin, seven occupy cratonic depressions, and four 
are in rift valleys (Smith, 1990). 

Modern lakes range in areal dimensions from a few tens of square meters to 
tens of thousands of square kilometers. The largest modem lake is the saline, in
land Caspian Sea with a surface area of 436,000 km2 (Van der Leeden, 1975). Other 
large Jakes with surface areas ranging between 50,000 and 100,000 km2 include 
Lake Superior, Lake Huron, and Lake Michigan in North America; Lake Victoria, 
located between Uganda and Kenya in east-central Africa; and Lake Aral east of 
the Caspian Sea. Water depths of modern lakes range from a few meters in small 
ponds to more than 1700 m in the world's deepest lake, Lake Baikal, Siberia. Water 
depth and surface area are not necessarily related; thus, some of the largest Jakes 
have very shallow depths and vice versa. For example, Lake Victoria has a surface 
area of 68,000 km2 but a maximum depth of only 79 m, whereas Crater Lake, Ore
gon, with a surface area of about 52 km2 has a maximum depth of about 580 m. 

Preserved lacustrine sediments show that ancient lakes also ranged in size 
from small ponds to large bodies of water exceeding 100,000 km2. Three of the 
largest ancient lakes recognized are the Late Triassic Popo Agie Lake of Wyoming 
and Utah, which had a minimum areal extent, based on the preserved sediment 
record, of 130,000 km2 (Picard and High, 1981 ); the Jurassic T'oo'dichi' Lake of the 
eastern Colorado Plateau, with an area of 150,000 km2 (Turner and Fishman, 
1991); and the Eocene Green River Basin, with an area of about 100,000 km2 (Eug
ster and Hardie, 1978). According to Bohacs, Caroll, and Neal (2003), ancient lake 
strata in the Cretaceous svstem of the South Atlantic and eastern China and the 
Permian system of wester� China extend up to 300,000 km2 Reported thickness of 
preserved ancient lake sediments ranges from less than 20 m to as much as 9000 m 
(e.g., Pliocene Ridge Basin Group, California; Link and Osborne, 1978). Lake size 
and character is a complex function of four main variables: basin-floor depth, sill 
height, water supply, and sediment supply (Bohacs, Carroll, and Neal, 2003). 

Lake Settings and Principal Kinds of Lakes 
Modem lakes occur in a variety of environmental settings, including glaciated in
land plains and mountain valleys, nonglaciated inland plains and mountain re
gions, deserts, and coastal plains. They exist under a spectrum of climatic 
conditions ranging from very hot to very cold and from highly arid to very humid. 
Most lakes are filled with fresh water, but others, such as the Caspian Sea and 
many lakes in arid regions (e.g., Great Salt Lake, Utah) are highly saline. Many 
lakes are associated with other types of depositional systems, notably glacial, flu
vial, eolian, and deltaic systems. The depositional processes that occur in lakes are 
influenced both by climatic conditions and by a variety of physical, chemical, and 
biological factors that include the chemistries of their waters and fluctuations in 
their shorelines and siliciclastic sediment supply. Some attributes of lacustrine de
positional environment are similar to those of marine environments; however, im
portant diffrences exist in terms of such factors as basin size, water chemistry, 
physical processes (e.g., no tides in lakes), and biologic processes (e.g., Gierlowski
Kordesch and Kelts, 1994b). 

Open lakes are those that have an outflow of water and a relatively stable 
(fixed) shoreline and in which inflow and precipitation are approximately bal
anced by outflow and evaporation. Siliciclastic sedimentation commonly pre
dominates in open lakes; however, chemical sedimentation can occur in open 
lakes that have a low supply of clastic sediment. Closed lakes do not have a 
major outflow and have fluctuating shorelines; inflow is commonly exceeded by 
evaporation and infiltration. These conditions lead to concentration of ions in 
lake water and a predominance of chemical sedimentation, although siliciclastic 
sediments may accumulate also. 
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Factors Controlling Lake Sedimentation 

The kinds of sediments deposited in lakes are the result of a complicated balance 
among physical, chemical, and biological processes (Fig. 8.23). Climatic factors af
fect lake sedimentation in numerous ways. For example, the global distribution of 
lakes reflects global climate patterns. Water level in lakes is maintained by the bal
ance between evaporation and precipitation. Climate can determine whether a 
lake is filled to overflowing (open) or acts as an internal drainage basin (closed). 
The kind of chemical sedimentation in lakes strongly reflects clima tic conditions. 
For example, chemical sedimentation in lakes of arid regions is dominated by pre
cipitation of gypsum, halite, and various other salts, but in humid climates chem
ical sedimentation is dominated by carbonate deposition. Sediment input to lakes 
is influenced by the vegetation cover in the drainage area of the lakes and is great
est in arid regions with low vegetation cover. In cold climates, seasonal drops in 
temperature lead to freezing of lakes, causing decrease in sediment input and ces
sation of wave activity, allowing deposition of fine-grained suspended sediment 
during these quiet-water conditions. Climate and the physiography of lake set
tings also determine the local weather conditions over lakes. Severe, localized 
storms with high winds can cause considerable shore erosion, coupled with sedi
ment transport and deposition, during short periods of time. 

Physical Processes 

Physical processes that interact in lakes to bring about sediment transport and de
position include wind, river inflow, and atmospheric heating. Wind processes are 
of major importance because winds create waves and currents. River inflow may 
generate plwnes of fine sediment that extend in surface wa ters far out into a lake 
(Fig. 8.23), or i t  may generate density underflows, or turbidity cunents, that carry 
sediment along the bottom toward the basin center. River inflow can also create 
currents that flow along the margins of lakes. Other currents may be generated by 
flow-through of water along the lake bottom toward a point of lake d ischarge. At
mospheric heating, which is a function of climate, is responsible for deRsity differ
ences in lake water. These differences can cause stratification of water on the one 
hand (heating of surface water) or, under some conditions, generation of density 
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Sedimentary processes in lakes involve a balance between clastic input by rivers, offshore 
and longshore redistribution of clastics by waves and wave-produced cu rrents, transport 
of fine clastics as turbid interflows, downslope movement of fine and coarse clastics by 
turbid i ty cu rrents, and in situ production of biological and chemical sediment. The term 
thermocl ine refers to the boundary between warm, low-density surface water and colder, 
higher density deeper water. [Diagram based on nu merous sources.] 
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currents (by cooling of surface water) that produce mixing and lake overturn. 
Also, temperature variations may cause alternate freezing and melting of lake sur-
face waters, thereby affecting sediment transport within the lake. 

Thus, a variety of sediment transport and depositional mechanisms operate 
in lakes. Deposition of siliciclastic sediment in the calmer, deeper portion of lakes 
can take place by settling of fine particles that were suspended in the water col
umn owing to wave and current activity, or deposition may occur from turbidity 
currents generated where sediment-laden streams discharge into lakes. Sedimen
tation can occur also along the shallow shoreline of lakes from wind-generated 
traction currents or river-inflow currents deflected along the lake margin. One 
type of lake sedimentation process that appears to be particularly characteristic of 
cold-climate lakes is the formation of varves, which are very thin, alternating 
light- and dark-colored sediment layers. Thicker, light-colored, coarse-grained 
laminae accumulate suspension settling of fine sediment during summer condi
tions. Thinner, finer grained, organic-rich, dark laminae form by slow suspension 
settling during winter months when lakes are frozen. 

Chemical Processes 

Deposition of chemically formed sediment is particularly common in closed lakes. 
The chemistry of lake waters varies from lake to lake but is dominated by calcium, 
magnesium, sodium, potassium, carbonate, sulfate, and chloride ions. Thus, the 
most common chemical sediments in the lakes of humid regions are carbonates, al
though phosphates, sulfides, cherts, and iron and manganese oxides are present in 
some lakes. In arid regions, where rates of evaporation are high, chemical lake sedi
ments are dominated by carbonates, sulfates, and chlorides. The evaporite deposits 
of lakes include many common marine evaporite minerals such as gypsum, anhy
drite, halite, and sylvite, but they also include several minerals such as trona, borax, 
epsomite, and bloedite that are not common in marine evaporites (Chapter 7). The 
pH of lake waters commonly falls between 6 and 9; however, it can range from less 
than 2 (highly acidic) in some volcanic lakes to as much as 12 (highly alkaline) in 
some closed desert lakes. Although chemical sedimentation processes are most im
portant in closed lakes, they may predominate also in some open lakes where the 
clastic sediment supply is low. 

Biological Processes 

Organisms play an important role in lake sedimentation by extracting chemical 
elements from lake water to build shells and the subsequent deposition of these 
shells, extraction of C02 during photosynthesis (thereby aiding precipitation of 
CaC03), contributing plant remains to form plant deposits, and bioturbation of 
sediments. Many kinds of organisms live in lakes and contribute their skeletal 
and nonskeletal remains to lake sediments. Siliceous diatoms are particularly 
widespread and noteworthy. Diatoms carry out photosynthesis and are the only 
important type of lake organism that produces siliceous tests. Their remains form 
important diatomite deposits in many Pleistocene lakes. Pelecypods, gastropods, 
calcareous algae, and ostracods also abound in many lakes and are important 
contributors of calcium carbonate sediments. Blue-green algae (cyanobacteria) 
carry on photosynthesis and also trap fine sediment to form stromatolites. Many 
different types of higher plants live in lakes. Under the reducing conditions and 
high sedimentation rates that exist in some lakes, the remains of higher plants 
may be partially preserved to eventually form peat and coal. Considering the 
small size of many lakes and their generally lower alkalinity and buffering capac
ity, compared to those of the open ocean, the assimilation of C02 by plants during 
photosynthesis is a much more important factor in controlling the pH of lakes 
than that of the ocean. Thus, increase in pH caused by photosynthetic removal of 
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C02 likely exerts a dominant control in facilitating carbonate sedimentation in 
lakes. Finally, organisms such as pelecypods, freshwater shrimp, and worms may 
burrow and rework lake sediments, destroying laminations and other primary 
sedimentary structures. 

Characteristics of Lacustrine Deposits 

Bohacs et al. (2000) suggests that lakes can be divided into three types on the basis 
of fill characteristics: overfill, balance-fill, and underfilled. Overfilled lake basins 
have persistently open hydrology, freshwater lake chemistry, progradational 
shoreline architecture, and commonly interbedded fluvial deposits. They occur 
when rate of supply of sediment + water consistently exceeds accomodation 
space (the space available in which sediments can accumulate). Balance-fill 
basins have intermittently open hydrology, fluctuating lake water chemistry, ther
mal and chemical stratification, mixed progradational and aggradational architec
ture, and varied interbedding of clastic and carbonate strata. This lake-basin type 
occurs when rates of sediment + water supply and accomodation are roughly in 
balance. Underfilled lake basins have persistently closed hydrology, characteristic 
chemical stratification, high solute content of lake waters, extensive desiccation 
(drying) features, highly contrasting lithologies, common association with evap
orite deposits, and dominantly aggradational shoreline architecture. This basin 
type occurs when rates of accomodation consistently outstrip available water and 
sediment supply, resulting in closed basins with ephemeral lakes interspersed 
with playas or brine pools or both. 

The sediment of most hydrologically open lakes are dominated by siliciclas
tic deposits, derived mainly from rivers-but possibly including windblown, ice
rafted, and volcanic detritus. Much of this sediment is deposited along the shores 
of lakes, particularly near river mouths. Gravelly sediment may be present in the 
toes of alluvial fans or fan deltas that extend to the lake edge or into the lake. Sand, 
likewise, accumulates mainly along the lakeshore in deltas, beaches, spits, or bar
riers. Sand may also be carried by turbidity currents into the middle of the lake 
(Fig. 8.23), however, deeper parts of the lake are characterized particularly by the 
presence of fine silt and clay. Some muddy sediment is transported into deeper 
water by surface overflows. In density-stratified lakes, muddy sediment may also 
be carried as a turbidity interflow above cold, denser lake water. Coarser particles 
in such interflows settle fairly quickly and accumulate as silt layers. Finer particles 
settle more slowly to form clay layers. Thus, the siliciclastic deposits of open lakes 
may consist of deltaic sands and muds (and possibly alluvial-fan gravels), tur
bidite sands and silts, and homogeneous to laminated muds. 

In open lakes where the clastic sediment supply is low, chemical and bio
chemical processes predominate, resulting in deposition of largely chemical sedi
ments. Primary inorganic carbonate precipitation (caused by loss of C02 through 
plant photosynthesis and/ or increase in water temperature or mixing of water 
masses) and production of shells (by calcium carbonate- or silica-secreting organ
isms) account for most of the sedimentation. The principal types of invertebrate 
remains in lacustrine sediments include bivalves, ostracods, gastropods, diatoms, 
and charophytes and other algae. Chemical lake deposits consist mainly of car
bonate sands and muds (less commonly siliceous diatom deposits). Stromatolites 
produced by blue-green algae (cyanobacteria) are common also in some lake de
posits. Various amounts of noncarbonate organic matter and some siliciclastic sed
iment may be present. Plant life is commonly abundant in shallow water around 
lake margins, and plant deposits may become important during the late stages of 
lake filling. Carbonate sediments may interfinger along the lake margin with sili
ciclastic deltaic or alluvial deposits. Typical facies in an open lake with low silici
clastic sediment input are illustrated in Figure 8.24. 
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Sediment types in open lake characterized by low siliciclastic sediment input include both 
chemical/biochemical and sil iciclastic sediment. By contrast, the deposits of open lakes 
with high clastic input consist predominantly of siliciclastic sediment. [Redrawn from Eug
ster, H. P., and K. Kelts, 1 983, Lacustrine chemical sediments, in Goudie, ]. j., and K. Pye 
(eds.), Chemical sediments and geomorphology: Academic Press, New York, Fig. 1 2.2, 
p. 333, reproduced by permission.] 

Hydrologically closed lakes occur in regions of interior drainage where lake 
levels may experience considerable fluctuation owing to seasonal flooding. Allu
vial fans are commonly present around the borders of such lakes, and the sandy 
aprons (sandflats) of such fans may extend into the lake. During high water, the 
edges of these sandflats can be reworked by wave action, resulting in redeposition 
of wave-rippled sandy sediment along the lake edge. Most sedimentation in 
dosed lakes takes place by chemical/biochemical processes in waters made saline 
by high rates of evaporation. Two kinds of closed lakes are recognized. Perennial 
basins receive inflow from at least one perennial stream. They commonly do not 
dry up completely from year to year, although some may dry up occasionally. 
Most perennial lakes are saline, but some are dilute. The deposits of perennial 
lakes include carbonate muds, silts, and sands, commonly with intergrowths of 
evaporite minerals, and may include stromatolites (Fig. 8.25). Bedded evaporites 
may be present in the central part of the lake. Ephemeral salt-pan basins are fed 
by ephemeral runoff, springs, and groundwater and are generally dry through 
part of each year. Ephemeral salt-pan deposits may also contain carbonate sedi
ments, including spring travertine or tufa, but bedded salt deposits are much 
more important. Saline deposits interfinger with siliciclastic sandflat deposits 
around the margin of the salt pan. 
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Figure 8.25 
Depositional subenvironments 
and sediment types in a hydro
logically closed, perennial saline 
lake basin. [Redrawn from Eug
ster, H .  P., and K. Kelts, 1 983, 
Lacustrine chemical sediments, 
in Goudie, ]. J., and K. Pye 
(eds.), Chemical sediments and 
geomorphology: Academic 
Press, New York, Fig. 1 2.8 and 
1 2.9, p. 3 5 1 ,  reproduced by 
permission.) 
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Numerous kinds of sedimentary structures occur in lake sediments, in
cluding laminated bedding, varves, stromatolites, cross-bedding, ripple marks, 
parting lineations, graded bedding, groove casts, load casts, soft-sediment de
formation structures, burrows and worm trails, raindrop and possible ice-crystal 
impressions, mudcracks, and vertebrate footprints. Varves are one of the more 
d iagnostic characteristic of lake sediments, but light and dark laminae resem
bling varves have also been reported in nonlacustrine sediments (e.g., some lam
inated marine deposits). Another distinguishing characteristic of lake sediments 
is that individual lake beds tend to be thin and laterally continuous compared to 
associated fluvial deposits (although total lake sediments can be very thick). 
Otherwise, no uniquely diagnostic structures occur in lake sediments. Many 
sedimentary structures of lacustrine deposits are similar to those of shallow ma
rine sediments. 

Owing to high sedimentation rates in lakes and the fact that they are essen
tially closed systems with respect to sediment transport, all lakes are ephemeral 
features. Lake basins eventually fill with sediment, and most are converted into 
fluvial plains as they are overrun by fluvial systems. Therefore, lake filling is 
commonly regarded as a regressive process. That is, coarser, nearshore sediments 
are believed to gradually encroach on finer lake basin sediments and to be cov
ered in turn with fluvial sediments. This postulated process of filling theoretical
ly generates shallowing and coarsening upward successions of lake facies. 
Although the ultimate filling of lakes and their encroachment by prograding 
fluvial or other coarser grained deposits may generate a gross coarsening-up
ward pattern of facies, ideal coarsening-upward successions of lake sediments 
probably rarely occur, except perhaps i n  some very small lakes (Picard and 
High, 1981).  

Ancient Lake Deposits 

Lake sediments are preserved in a variety of tectonic settings, including exten
sional rift systems, strike-slip basins, foreland basins, and cratonic basins. Ancient 
lake sediments are known from many parts of the world in sedimentary succes
sions ranging in age from Precambrian to Holocene (e.g., Gierlowski-Kordesch 
and Kelts, l994a). 

Some of the better-known lacustrine deposits in North America include the 
Pliocene Glenn Ferry Formation of the Snake River Plain; the Eocene Green River 
Formation of Utah, Colorado, and Wyoming, known for its oil-shale deposits; 
much of the Jurassic Morrison Formation of the Colorado Plateau, renowned for 
its dinosaur remains; parts of the Triassic Chugwater Group of Wyoming; Triassic 
Supergroup rift basins of eastern North America; the Devonian Escuminac Forma
tion of southern Quebec; and the Carboniferous Strathlorne Formation of Nova 
Scotia. Some well-known lake deposits from other parts of the world include the 
Cenozoic rift-basin deposits of East Africa; the Cretaceous rift-basin deposits of 
Brazil (which are source-rocks for much of Brazil's oil; Abrahao and Warme, 1990); 
the clastics, evaporites, and carbonates of the Triassic Keuper Marl of south Wales; 
the Permo-Triassic Beaufort strata of the eastern Karoo Basin, Natal, South Africa; 
parts of the Lower Permian Rotliegend deposits of southwest and eastern Ger
many; and the middle Devonian sediments from the Old Red Sandstone of the Or
cadian Basin of northeast Scotland, Many of these lake deposits throughout the 
world include thick successions of organic-rich shales that are important source 
rocks for petroleum (Katz, 1990). A recent monograph edited by Gierlowski
Kordesch and Kelts (2000), entitled "Lake Basins through Space and Time," 
summarizes the characteristics of 60 additional ancient lakes ranging in age from 
Carboniferous to Quaternary. 
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Because lakes vary widely in size and hydrologic characteristics (e.g., 
open vs. closed), and lake sediments are correspondingly diverse, it is not pos
sible to select a single example that illustrates a "typical" ancient lake. The 
Green River Formation (Eocene), which extends over more than 100,000 km

2 
in 

Wyoming, Colorado, and Utah, provides an example of a large, well-studied, 
lacustrine deposit that formed under fluctuating hydrologic and climatic condi
tions. The formation exceeds 2 km in thickness and has vast reserves of oil shale 
and trona, a sodium carbonate. It was deposited in two Eocene lakes, Lake Uinta 
and Lake Goshiute. Lake Uinta, which extended over the Uinta Basin of Utah and 
the Piceance Basin of Colorado (e.g., Ryder et al., 1976), was a perennial, moder
ately deep lake in which oil shales and carbonates were deposited. Lake Goshiute, 
located in the Green River Basin of Wyoming, was a shallow, ephemeral playa 
lake that appears to record changes from pluvial (wet) climatic conditions during 
its early history to arid and then back to pluvial through time. 

The principal deposits of the Green River Formation in the Green River 
Basin (Lake Goshiute) are shown in Figure 8.26, after Roehler (1992). During its 
early history (early Eocene) when the Luman Tongue and Tipton Shale Member 
were deposited, Lake Goshiute was a freshwater lake enriched in calcium car
bonate and fine-size organic matter. These conditions favored deposition of oil 
shales and dolomitic mudstones, together with mudstone, sandstone, tuff, and 
limestone. [As discussed in Chapter 7, oil shales are dark-colored shales that con
tain significant quantities of kerogen, which can be converted into oil by heating.) 
During deposition of the Wilkins Peak Member in early to middle Eocene time, 
arid conditions prevailed and the lake became hypersaline. Beds of evaporites 
(trona and halite) as much as 10 m thick were deposited along with dolomitic 
mudstones, oil shales, sandstone, and algal limestone. Evaporite deposits grade 
laterally to mudflat, sandflat, and alluvial-fan deposits. Wet conditions returned 
in middle Eocene time, bringing about a change from evaporitic deposition to de
position of freshwater oil shales, mudstones, siltstones, and algal limestones that 
make up the Laney Member. The lacustrine deposits of the Green River Forma
tion as a whole interfinger laterally with fluvial deposits of other, equivalent-age, 
formations (Wasatch Formation, Battle Springs Formation, Bridger Formation). 

Flgure 8.26 
Lacustrine deposits of the 
Green River Formation in the 
Green River Basin, Wyoming. 
[Redrawn from Roehler, H. 
W., 1 992, Correlation, com
position, areal distribution, 
and thickness of Eocene 
stratigraphic units, greater 
G reen River Basin, Wyoming, 
Utah, and Colorado: U.S. Ge
ological Survey Professional 
paper 1 506-E, Fig. 1, p. E2, 
reproduced by permission.] 
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8.5 GLACIAL SYSTEMS 

Introduction 

I have placed glacial systems last in this discussion of continental environments 
because the glacial environment, in a broad sense, is a composite environment 
that includes fluvial, eolian, and lacustrine environments. It may also include 
parts of the shallow-marine environment. Glacial deposits make up only a rela
tively minor part of the rock record as a whole, although glaciation was locally im
portant at several times in the geologic past, particularly during the late 
Precambrian, late Ordovician, Carboniferous/Permian, and Pleistocene (Eyles 
and Eyles, 1992). Glaciers presently cover about 10 percent of Earth's surface, 
mainly at high latitudes. They exist primarily as large ice masses on Antarctica 
( �86 percent of the world's glaciated area) and Greenland ( � 11  percent of the 
world's glaciated area) and as smaller masses on Iceland, Baffin Island, and Spits
bergen. Small mountain glaciers occur at high elevations in all latitudes of the 
world. About SO percent of the world's fresh water is tied up in glacial ice, of 
which most is in Antarctica (Hambrey, 1994, p. 31) .  By contrast to their present dis
tribution, ice sheets covered about 30 percent of Earth during maximum expan
sion of glaciers in the Pleistocene and extended into much lower latitudes and 
elevations than those currently affected by continental glaciation. 

The glacial environment is confined specifically to those areas where 
more or less permanent accumulations of snow and ice exist. Such environ
ments are present in high latitudes at all elevations (continental glaciers) and 
at low latitudes (mountain or valley glaciers) above the snowline-the eleva
tion above which snow does not melt in summer. Mountain glaciers form 
above the snowline by accumulation of snow. They move downslope below 
the snowline only if rates of accumulation of snow above the snowline exceed 
rates of melting of ice below. The factors affecting glacier movement and the 
mechanisms of ice flow (e.g., Martini et a!., 2001; Menzies, 1995) are not of pri
mary interest here. Our concerns are the sediment transport and depositional 
processes associated with glacial movement and melting and the sediments 
deposited by glaciers. 

Environmental Setting 

The glacial environment proper is defined as all those areas in direct contact 
with glacial ice. It is divided into the following zones: (1) the basal or subglacial 
zone, influenced by contact with the bed, (2) the supraglacial zone, which is 
the upper surface of the glacier, (3) the ice-contact zone around the margin of 
the glacier, and (4) the englacial zone within the glacier interior. Depositional 
environments around the margins of the glacier are influenced by melting ice 
but are not in direct contact with the ice. These environments make up the 
proglacial environment, which includes glaciofluvial, glaciolacustrine, and 
glaciomarine (where glaciers extend into the ocean) settings (Fig. 8.27). The 
area extending beyond and overlapping the proglacial environment is the 
periglacial environment. 

The basal zone of a glacier is characterized by erosion and plucking of the 
underlying bed. Debris removed by erosion is incorporated into the bed of the 
glacier. This debris causes increased friction with the bed as the glacier moves and 
thus aids in abrasion and erosion of the bed. The supraglacial and ice-contact 
zones are zones of melting or ablation where englacial debris carried by the glaci
er accumulates as the glacier melts. The glaciofluvial environment is situated 
downslope from the glacier front and is characterized by fluctuating meltwater 
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flow and abundant coarse engladal debris that is available for fluvial transport. 
The glaciofluvial environment is one of the characteristic environments in which 
braided streams develop. Extensive outwash plains or aprons may also be present 
along the margins of outwash glaciers. Lakes are very common proglacial fea
tures, created by ice damming or damming by glacially deposited sediments. 
Meltwater streams draining into these lakes may create large coarse-grained 
deltas along the lake edge, while finer sediment is carried outward in the lake by 
suspension or as a density underflow (Fig. 8.23). Glaciers that extend out to sea 
create an important environment of glaciomarine sedimentation where sediments 
are deposited close to shore by melting of the glacier in contact with the ocean or 
farther out on the shelf or slope by melting of ice blocks, or icebergs. 

The glacial environment may range in size from very small to very large. 
Valley glaciers are relatively small ice masses confined within valley walls of a 
mountain. Piedmont glaciers are larger masses or sheets of ice formed at the base 
of a mountain front where mountain glaciers have debouched from several val
leys and coalesced. Ice sheets, or continental glaciers, are huge sheets of ice that 
spread over large continental areas or plateaus. 

Transport and Deposition in Glacial Environments 
Transport of sediment by ice is a kind of fluid-flow transport, although ice flows 
very slowly as a high-viscosity, non-Newtonian pseudoplastic. Glaciers can flow 
at rates as high as 80 m per day during sporadic surges; however, typical flow 
rates are on the order of centimeters per day (Martini et al., 2001, p. 50). In A Tramp 
Abroad, Mark Twain describes his (fictitious) disappointment, after pitching camp 
on an alpine glacier in expectation of a free ride down the valley, to find that the 
view from his camp remained the same day after day. Glaciers advance if the rate 
of accumulation of snow in the upper reaches (head) of the glacier exceeds the rate 
of ablation (melting) of ice in the lower reaches (snout). The balance behveen ac
cumulation and melting is illustrated in Figure 8.28. Ice must !low internally 
from the head of the glacier to replace that lost by melting at the snout. Flow of 
ice is laminar, and !low velocity is greatest near the top and center of the glacier. 
Velocity decreases toward the walls and tloor, a lthough not necessarily to zero. 

Figure 8.27 
Glacial and associated 
proglacial environments. 
[After Edwards, M. B., 1 986, 
Glacial environments, in 
Reading, H. G. (ed.), Sedi
mentary environments and 
facies, 2nd ed., Fig. 1 3 .2, p. 
448, reproduced by permis
sion of Elsevier Science Pub
lishers, Amsterdam.] 
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Figure 8.28 
Diagrammatic two-dimensional illus
tration of the balance between glac
ier accumulation and melting and 
the movement of ice within a glaci
er. A. Valley glacier. B. Ice sheet. [(A) 
after Sharp, R. P. , 1 988, living ice
Understanding glaciers and glacia
tion: Cambridge University Press, 
Fig. 3.5, p. 58, and Fig. 3.6, p. 59, 
reproduced by permission; (B) based 
on Sugden and john, 1 976.] 

Glaciers retreat if the rate of melting exceeds the rate of accumulation. They reach 
a state of equilibrium, neither retreating nor advancing, when rates of melting and 
accumulation are equal, although internal movement of ice continues. 

Sediment is entrained by glaciers by quarrying and abrasion by ice as the 
glacier erodes its bed and by falling or sliding of material from the valley 
walls. Some of this sediment is transported in contact with the valley walls 
and floors and is responsible for much of the abrasion. Part of the remaining 
load is carried on the upper surface of the glacier and part is carried within. 
The internal load is derived either from the joining of ice streams from two or 
more valleys or by the washing or falling of material from the surface into 
crevasses (Fig. 8.29A). Much of the sediment transported by glaciers is carried 
along the bottom and sides, as illustrated in Figure 8.298. The entrained sedi
ment load includes large and small blocks of rock as well as extremely fine 
sediment, called rock flour, produced by grinding of the rock-studded glacier 
base over bedrock. Thus, the glacier sediment load typically consists of an ex
tremely heterogeneous assortment of particles ranging from day-size grains to 
meter-size boulders. Glaciers never become overloaded with debris to the 
point that they become immobilized. As glacial ice melts, however, the sedi
ment load is d ropped to form various kinds of glacial moraines. See Kirkbride 
(1995) for details of sediment transport by glaciers. 

As glaciers move downslope below the snowline, they eventually reach 
an elevation where the rate of melting a t  the front of the glacier equals or ex
ceeds the rate of new snow accumulation above the snowline. If the rate of 
melting approximately equals the rate of accumulation, the glacier achieves a 
state of equilibrium in which it neither advances nor retreats. Within such an 
equilibrium glacier, internal movement of ice continues to carry the rock load 
along and supply rock debris to the melting snout of the glacier. This p rocess 
causes a ridge of unsorted sediment, called an end moraine or terminal 
moraine, to accumulate in front of the glacier. Lateral moraines, or marginal 
moraines, can accumulate from concentrations of debris carried along the 
edges of the glacier where ice is in contact with the valley wall. Medial moraines 
may form where the lateral moraines of two glaciers join (Fig. 8.29). When the 
rate of melting at the snout of a glacier exceeds the rate of new snow accumula
tion above the snow line, the glacier retreats back up the valley. If a glacier re
treats steadily, it drops its load of rock debris as lateral moraines, medial 
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Figure 8.29 
A. Susitna Glacier, eastern Alaska 
Range, Alaska. The dark stripes are 
sediments acquired by joining of ice 
streams from the various valleys. [A. 
Photograph by Austin Post, Ameri
can Geographic Society Collection 
archived at the National Snow and 
Ice Data Center, University of Col
orado, Bould er, and obtained from 
the Internet at http:/ /-nsidc.col
orado.edu, downloaded Dec. 9, 
1 998]. B. Schematic representation 
of sed iment transport paths within 
a glacier and the various kinds of 
g lacial moraines; compare with Fig. 
A. [After Sharp, R. P., 1 988, Living 
ice-Understa nding g laciers and 
glaciation: Cambridge Un iversity 
Press, Fig. 2.5, p. 30, reproduced 
by permission. )  

moraines, and a more or less evenly distributed sheet of ground moraine.  If 
the glacier retreats in pulses, i t  leaves a succession of end moraines, called 
recessional moraines. 

As glaciers melt on land, large quantities of water run along the margins, be
neath, and out from the front of the glacier to create a meltwater stream. Such 
streams flow with high but variable discharge in response to seasonal and daily 
temperature variations. Near the glacier front, the meltwater quickly becomes 
choked with suspended sediment and loose bedload sand and gravel, leading to 
formation of branching and anastomosing braided-stream channels. Streams that 
discharge into glacial lakes tend to build prograding delta systems into the lakes 
with steeply inclined foresets that grade downward to gently inclined bottomset 
beds (Edwards, 1986) . Very fine sediment discharged into the lake from streams 
may be dispersed basin ward in suspension by wind-driven waves or currents. If a 
large enough concentration ·0f sediment is present in suspension to create a densi
ty difference in the water, a density underflow or turbidity current will result that 
can carry sediment along the lake bottom into the middle of the basin. Strong 
winds blowing over a glacier or an ice sheet pick up fine sand from exposed, dry 
outwash plains and deposit the sand downwind in nearby a reas as sand dunes. 
Fine dust picked up by Wind can be kept in suspension and transported long dis
tances before being deposited as loess in the periglacial environment or as pelagic 
sediment in the ocean. 
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Where glaciers extend beyond the mouths of river valleys to enter the sea, 
their sediment load is dumped into the ocean to form glacial-marine sedi
ments. Sedimentation under these circumstances may take place in four differ
ent ways: 

1. Melting beneath the terminus of the glacier allows large quantities of glacial 
debris to be released onto the seafloor with little reworking (Fig. 8.30). 

2. Large blocks of ice calve off from the front of the glacier and float away as ice
bergs. These icebergs gradually melt, allowing their sediment load to drop 
onto the seafloor, either on the shelf or in deeper water. 

3. Fresh glacial meltwater charged with fine sediment can rise to the surface to 
form a low-density overflow above denser saline water. Silt and flocculated 
clays then gradually settle out of suspension from this freshwater plume. 

4. Mixing of fresh meltwater and seawater may produce a high-density under
flow that can carry sand-size sediment seaward. 

Glacial Fades 

Because the broad glacial environment encompasses the proglacial and periglacial 
environments as well as the glacial environment proper, it is necessary, to avoid 
confusion, to distinguish between glacial facies deposited directly from the glacier 
and facies transported and reworked by processes operating beyond the margins 
of glaciers. Furthermore, it is desirable to distinguish between glacial facies de
posited on land and those deposited on the seafloor. Table 8.1 illustrates the range 
of sedimentary facies that are affected in some way by glacial processes. Many of 
these facies are subtypes of facies deposited in fluvial, lacustrine, eolian, shallow
marine, and deep-marine environments, which are treated elsewhere in this book 
Therefore, we focus our discussion here primarily on grounded-ice facies and 
proximal marine-glacial facies. 

Figure 8.30 
Model for glaciomarine sedimentation in front of a wet-based tidewater glacier. Rapid 
mixing of fresh water and seawater adjacent to tunnel mouths may produce a high-densi
ty u nderflow capable of transporting sand-grade sediment and possibly coarser material. 
Much of the fresh g lacial meltwater rises to the surface of the sea as a low-density over
flow layer; as this layer mixes with seawater, si lt and flocculated clay gradually settle from 
suspension. Note also the settl ing of dropstones from melting ice blocks. [After Edwards, 
M. B., 1 986, Glacial environments, in Reading, H. G. (ed.), Sedimentary environments and 
facies, 2nd ed., Fig. 1 3 .5, p. 45 3, reproduced by permission of Elsevier Science Publishers, 
Amsterdam.] 
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Source: Eyles, N,, and A. D. Mia I!, 1984, Glacial facies, in R G. Walker (ed.), Facies models, 2nd ed : Gt•osdence Cana
da Reprint !*r. 1, p. 15--38. 

Sediment deposited directly from glaciers on land is called till. Several kinds 
of till are recognized, including basal melt-out till, ablation till (supraglacial melt
out till), and lodgment till, deposited under a sliding glacier (Martini et al., 2001 ). 
Glacial sediment melted from glaciers in lakes or the ocean is called waterlaid 
till. If direct deposition from a glacier cannot be proved, the term diamict is used 
for poorly sorted, unconsolidated glacial deposits; the term diamicton is used for 
their consolidated equivalents. 

Continental lee Facies 

Grounded Ice Facies 

Unstratified Diamicts. Till deposited directly from ice on land in various kinds 
of moraines consists of unstratified, unsorted pebbles, cobbles, and boulders 
(Fig. 8.31) with an interstitial matrix of sand, silt, and clay. They are thus charac
terized by a bimodal particle-size distribution in which pebbles predominate in 
the coarser fraction, with cobbles and boulders scattered throughout (Easter
brook, 1982). Some pebbles are rounded, indicating that they are probably 
stream pebbles entrained by the ice. Others may be faceted, striated, or polished 
owing to glacial abrasion. Elongated pebbles and cobbles tend to show some 
preferred orientation, commonly with their long dimensions parallel to the di
rection of glacial advance. They may also be crudely imbricated, with long axes 
dipping upstream. Pebble composition can be highly diverse and may include 
rock types derived from bedrock located hundreds of kilometers distant. Sands 
and silts are commonly angular or subangular. Much of the silt in glacial de
posits is produced by glacial abrasion and grinding. 

Stratified Diamicts. In addition to deposition directly from melting ice, glacial 
debris can be deposited from meltwaters flowing upon (supraglacial), within 
(englacial), underneath (subglacial), or marginal to the glacier. The deposits of 
these meltwaters form on, against, or beneath the ice and thus are commonly 
known as ice-contact sediments. They are reworked to some degree by meltwater 
and thus exhibit some stratification. They are also better sorted than sediments 
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Figure 8.31 
Thiok, poorly stratified, poorly sorted glacial diamict (Quater
nary), Alaska . [Photograph courtesy of Gail M. Ashley.] 

deposited directly from ice, commonly lack the characteristic bimodal size distri
bution of direct deposits, and may contain pebbles rounded by meltwater trans
port. These stratified deposits can accumulate in channels or as mounds or ridges 
known as kames, kame terraces, or eskers. Kames are small mound-shaped accu
mulations of sand or gravel that form in pockets or crevasses in the ice. Kame ter
races are similar accumulations deposited as terraces along the margins of valley 
glaciers. Eskers are narrow, sinuous ridges of sediment oriented parallel to the 
direction of glacial advance. They are the deposits of meltw a ter streams that 
probably flowed through tunnels within the glacier. The deposits were then let 
down onto the subglacial su rface after the ice melted. Stratified diamicts are 
commonly characterized by slump or ice collapse features, including contorted 
bedding and small gravity faults. Stratified glacial facies can include gravels, 
sands, and silts, some of which may be extremely well stratified, as illustrated 
in Figure 8.32. 

Facies of Proglacial and Periglacial Environments 

As discussed, meltvvaters issuing from glaciers transport large quantities of glacial 
debris downslope and deposit it as glaciofluvial sediment in braided streams or 
as glaciolacustrine sediment in glacial lakes, formed by ice damming or moraine 
damming. These transported and reworked deposits take on the typical charaoter
istics of the environment in which they are deposited; however, they may retain 
some characteristics that identify them as glacially derived materials. For exam
ple, the large daily to seasonal fluctuations in meltwater discharge may be reflect
ed in abrupt changes in particle size of sediments deposited in meltwater streams 
or lacustrine deltas. Sediments deposited in streams or lakes very close to the glac
ier front may also display various slump deformation structures caused by me1t
ing of supporting ice. As mentioned in the discussion of lakes, one of the most 
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A. Vertical stratigraph ic profile of glacial sediments deposited in an esker system. The envi
ronment is in terpreted as ice-tunnel gravel overlain by lamin ated, marine fan sand and di
amictite. Litho'facies code: G, gr.av.el; S, sand; Si, si lt; Dsi, si lty diamict ite; Cl, clay. Grain 
size: c, coarse; f, fine. Other: B l  and 82, bedding surfaces .upon whicll dip of su rface fan 
measured. B. Photograph showing lami nated sand overlain by fine ·sand deformed into 
ball and pillow structures, In turn overlain by a rnassive diami(tite {5.S to 9 m interval in 
A), interpreted as a debris now on tile fan su rface. Person on left gives ·scale. C. Close-up 
view of laminated sand within a th in diamictite interbed. Scal'e increments are 5 em. [After 
Ashley, C. M., et al., 1 991 , Sedimentology of ·tate Pleistocene (Laurentide) deglacial-phase 
deposits, eastem Maine: An example of a temperate marioe grounded ice-sheet margin: 
Geol, Soc. America Spec. paper l61 , Fig. 5, p. 1 1 3.] 

characteristic properties of glac:iat lakes is the pm-esence of varves, which form in 
response to seasonal variations in meltwater flow. Additional details on the .char
acteristics of glaciofluvial and glaciolacustrine sediments are given by 
Brodzikowski and van Loon (1991), Maizels (1995), and Ashley (1995). 

Sand can b.e 'transponted by wind from outwash plains and deposited as 
dunes in periglacial areas adjacent to glaciers (e.g., Derbyshire and Owen, 1996); 
however, the primary wind deposits in many periglacial environments are silts. 
Deflation of rock flour and other fine sediment from outwash plains and alluvial 
plains provil'ies enormous quantities £>f silt-size sediment that is transported by 
wind and deposited as widespread sheets of fine, well-sorted loess. Because of the 
even size of its grains, loess typically lacks well-defined stratification. It is com
posed dominantly of angular grains of quartz but may also contain some clays. 
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Marine Glacial Facies 

Proximal Facies 

In environments where marine water is. in direct contact wi.th the glacier margin 
(e.g., Fig,. 8.33), substantial quantities t<1f sediment are deposited directly from 
meltwater conduits or tunnels into subaqueous .fans, with addHional sediment 
suppilied by melting of rafted ice (Fig. 8.34; Eyles and Miall, 1984; Powell and 
DOmack, 1995). Coarse cobbfes and gravels accllmlllate at the tops of fans, 
and sands and gravels accumulate within channels owing to sediment gravity 
underflows. Mud and sand are contributed by ice melting and "rain-out" of sus
pended sediment. Some reworking vf sediment occurs by downslope sed iment
gravity flows and episodic traction-current activity. Proximal glacial-marine 
sediments may thus range from poorly sorted, poorly stratified d iamicts that re
semble those deposited on land to coarse-grained stratified diamicts, w ith a 
muddy sandy matrix, that may display current-produced stmctures. Melting of 
buried ice masses can cause surface subsidence and assodated deformation and 
faulting of sediment. 

Distal Facies 

Away from the proximal environment in which glaciers are in direct contact 
with marine water, glacial sediment is supplied by floating ice masses, and 
deposition is dominated by marine processes. Melting of icebergs supplies both 
fine sediment and coarse debris to the ocean floor by "rain-out," or fallout (Fig. 
8.30 and 8.34). Ice-rafted debris deposited on the continental shelves may be re
worked to some degree by marine waves and currents (and possibly turbidity cur
rents) and may be affected by iceberg grounding (where icebergs touch bottom). 
In deeper water on the continental shelf, the debris fa llout from floating ice may or 
may not be retransported by turbidity currents to deeper water. Ice-rafted debris 

Figure 8.33 
Tidewater glaciers flowing into the ocean. Note the nearshore plume of sediment derived 
from the melting glaciers and the many small blocks of floating ice. College Fiord Glacier, 
Chugach Mountains, southeastern Alaska. [U.S. Navy photog raph, American Geographic 
Society Collection archived at the National Snow and Ice Data Center, University of Col
orado, Boulder, and obtained from the Internet at http:/ /-nsidc.colorado.edu, down
loaded Dec. 9, 1 998.] 
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Proximal subaqueous sedimentation from glaciers: (1) glacially tectonized marine sedi
ment, (2) lensate lodged diamict un its, (3) coarse-grained stratified diamicts, (4) pelagic 
muds and diamicts, (5) coarse-grained proximal outwash, (6) interchannel cross-st,atified 
sands with channel gravels, (7) resedimented facies (debris flows, slides, turbidites), and 
(8) supraglacial debris. Sediment deformation results from ice advances, melt of buried 
ice, and ice-turbation. [From Eyles, N., and A. D. Miall, 1 984, Glacial facies, in R. G. Walk
er (ed.), Facies models: Geoscience Canada Reprint Ser. 1, Fig. 8, p. 20, reprinted by per
mission of Geological Association of Canada.] 

that settles to the deep ocean floor is probably little modified by further deposi
tional processes, except for deposition of a mantle of hemipelagic or pelagic 
sediment. In general, glacial-marine sediments are distinguished from ground
ed glacial diamicts by the presence of some stratification and from all on-land 
glacial diamicts by the presence of marine fossils and dropstones. Dropstones 
are scattered cobbles or boulders that drop to the seafloor from melting ice 
blocks or i<:ebeFgs. FossH evidence that particularly suggests a glacial-marine 
origin includes fossils preseFved in growth position as whole shells (i.e., fossils 
enfombed by fallout sediment); marine molluscs or barnacles attached to 
glacially faceted pebbles; preservation of delicate ornamentation on shells; and 
the presence of forams and diatoms in the matri"' material (Easterbrook, 1982). 

Vertical Facies Successions 

Successive advances and retreats of valley glaciers and ice sheets produce com
plex vertical successions of facies as ice progressivety overrides proglacial envi
ronments during glacial advance, and conversely as direct ice deposits and 
ice-contact deposits are reworked in the proglacial environment as a glacier re
treats. These facies are much too varied and complex to attempt description here; 
however, Figure 8.35 illustrates some typical vertical profiles that might develop 
in different parts of a glacial environment during a single phase of glacier advance 
and retreat. See also Brodzikowski and van Loon (1991, Chapter 9) and Edwards 
(1986, p. 465-466). 
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Figure 8.35 
Typical vertical profiles of 
facies deposited during a 
single phase of glacial ad
vance and retreat in various 
parts of the glacioterrestrial 
and glaciomarine setting; c, 
s, s, g = clay, silt, sand, 
gravel. [From Eyles, N., and 
C. H. Eyles, 1992, Glacial 
depositional systems, in R. 
G. Walker and N. P. james 
(eds.), Facies models: Geo
logical Association of Cana
da, Fig. 3, p. 74, 
reproduced by permission.] 
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Glacial deposits range in size from small bodies deposited by valley glaciers to 
till sheets, deposited by continental glaciers, that cover many thousands of 

square kilometers. The most characteristic feature of continental tills, or ground
ed-ice facies, is their extremely poor sorting and lack of stratification. Ancient fa
cies of glaciofluvial, glaciolacustrine, and glaciomarine environments tend to be 
better stratified and better sorted. Because the characteristics of these proglacial 
sediments reflect the environment in which they are deposited, it may be yery 
difficult in ancient stratigraphic successions to distinguish proglacial sediments 
from other types of continental sediments. For example, glaciofhnrial sediments 
may appear much the same as other fluvial sediments. Nevertl1eless, a few char
acteristics of these deposits may reveal their relationship to glacial er>wiron
ments. As mentioned, the presence of varves may be diagnostic ot g:laciallakes, 
and abrupt changes in sediment size related to variable meJ.twater discharge 
may be suggestive of proglacial deposition in generaL Ancient glaciomarine 
sediments are distinguished from other types of glacial deposits by the presence 
of marine fossils and possibly from other marine deposits by their generally 
poorer sorting and stratification . They tend to display extreme variation in clast 
'type, refleoting multiple sources. Also, the presence of dropstones, which may 
deform sedimentary structures such as laminae when they drop into soft sedi
ment, suggests deposition from rafted ice. Anderson and Ashley (1991) further 
describe several ancient glacial-marme deposits and the paleoclimatic signifi
cance of these sediments. 

Ancient glacial deposits are best known from sedimentary units of Pleis
tocene age, which are widespread in many parts of the world. At least four major 
pulses of continental glaciation occurred during the Pleistocene, plus numerous 
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smaller pulses. Extensive continental glaciation appears to have been important also during the late Precam
brian and early Proterozoic, late Ordovician, and late Paleozoic. Carboniferous to Permian glacial deposits are 
known from South America, southern Africa, Antarctica, India, and Australia. Late Ordovician diamictons 
have been reported from South America, several parts of Africa, and possibly Ethiopia. Late Precambrian de
posits are known on all continents except Antarctica, and early Proterozoic glacial sediments have been re
ported in North America in a belt extending from Wyoming to Quebec. 
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Marginal-Marine Environments 

9.1 INTRODUCTION 

T
he marginal-marine setting lies along the boundary between the continental 
and the marine depositional realms. It is a narrow zone dominated by river, 
wave, and tidal processes. Salinities may range in different parts of the sys

tem from fresh through brackish to supersaline water, depending upon river dis
charge and climatic conditions. Intermittent to nearly constant subaerial exposure 
characterizes some environments of the marginal marine setting. Others are con
tinuously covered by shallow water. Many marginal-marine environments are 
further characterized by high-energy waves and currents, although some lagoonal 
and estuarine environments are dominated by quiet-water conditions. 

Because of the large quantities of siliciclastic sediment delivered by rivers to 
the coastal zone throughout geologic time, the volume of marginal marine de
posits preserved in the geologic record is significant. The principal depositional 
settings for marginal-marine sediments are deltas; beaches, strand plains, and bar
rier bars; estuaries; lagoons; and tidal flats (Fig. 9.1). Estuaries and lagoons are 
particularly characteristic of transgressive coasts; deltas are features of prograding 
coasts. A wide variety of sediment types-including conglomerates, sandstones, 
shales, carbonates, and evaporites--can accumulate in these various marginal
marine environments. We begin study of these environments by examining first 
deltas, followed, in turn, by beach and barrier-island systems, estuaries, and 
lagoons. 

9.2 DELTAIC SYSTEMS 

Introduction 

The word delta was used by the Greek philosopher Herodotus about 490 B.C. to 
describe the triangular-shaped alluvial plain formed at the mouth of the Nile 
River by deposits of the Nile distributaries. Most modern deltas are less triangular 
and more irregular in shape than the Nile delta (e.g., Fig. 9.2). Nevertheless, the 
term (alluvial) delta is still applied to any deposit, subaerial or subaqueous, 
formed by fluvial sediments that build into a standing body of water. Deltas are 

289 
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Figure 9.1 
The princi pal coastal environ
ments of the marginal-marine 
depositional setti ng.  The fig
ure is organized to show the 
relative influence of tidal 
power (increasing to the left) 
and wave power (increasing 
to the right) on each environ
ment. Note that deltas are 
features of prograding (re
gressive) coasts, whereas estu
aries and lagoons are 
particularly characteristic of 
transgressive coasts. [From 
Boyd et al . ,  1 992, Classifica
tion of clastic coastal deposi
tional environments: Sed. 
Geology, v. 80, Fig. 2, p. 141 ,  
reproduced by permission.] 
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"discrete shoreline protuberances formed where rivers enter oceans, semi-enclosed 
seas, lakes or lagoons and supply sediment more rapidly than it can be redistrib-
uted by basinal processes" (Elliott, 1986a). Thus, deltas can form in lakes and in-
land seas as well as in the ocean, but they are most important in the open ocean. 
Much of the siliciclastic sediment transported to coastal zones throughout geologic 
time has been deposited in deltas. 

Ancient deltaic deposits have been identified in stratigraphic successions of 
many ages, and deltaic sediments are known to be important hosts for petroleum 
and natural gas, coal, and some minerals such as uranium. Although ancient 
deltaic sediments are common in the rock record, much of what we know about 
delta systems comes from study of modern deltas. Deltas are particularly common 
in the modern ocean owing to post-Pleistocene sea-level rise coupled with high 
sediment loads carried by many rivers. High sea level increases sedimentation 
rates on deltas because sediment is trapped by the rising water, inhibiting sedi
ment removal by currents. The locations, dimensions, and discharge characteris
tics of some modern deltas are given in Table 9.1.  

Modern deltas occur on all continents, with the possible exception of Antarc
tica. (Trough-mouth, glacially influenced submarine fans are present on the Wed
dell Sea continental margin of Antarctica; however, these fans may not be true 
deltas.) Deltas form where large, active drainage systems with heavy sediment 
loads exist. These conditions appear to be met particularly well on trailing-edge or 
passive coasts such as the east coasts of Asia and the Americas where tectonic ac
tivity is low. Fewer than 10 percent of major modern deltas occur on collision 
coasts, where tectonic activity is high and drainage divides are close to the sea 
(Inman and Nordstrom, 1971; Wright, 1978). Under such conditions, the large 
drainage systems necessary to supply heavy sediment loads are not developed. 
Their potential importance as oil and gas reservoirs has generated considerable in
terest in deltaic deposits since the 1950s. Consequently, the literature on deltas and 

Delta-plain 
Delta Location area (km2) 

Alta Norway-Alta Fiord 10 
Burdekin Queensland, Aust.-Pacific 2112 
Copper U.S.-Gulf of Alaska 1920 
Ganges-Bramaputra India & Pakistan-Bay of Bengal 105,641 
Irrawaddy Burma-Gulf of Martaban 20,571 
Mackenzie NW Terr., Canada-Beaufort Sea 13,000 
Mahakam Indonesia-Makassar Strait 5000 
Mississippi U.S. -Gulf of Mexico 28,568 
Niger Nigeria-Gulf of Guinea 19,135 
Ord Western Australia-Timor Sea 3,896 
Punta Gorda Belize-Gulf of Honduras 0.4 
Siio Francisco Brazil-Atlantic 734 
Skeidarar Sandur Iceland-North Atlantic 600 
Yallahs Jamacia-Caribbean Sea 10.5 

Data source: Orton and Reading, 1993 

Annual Annual 
water sediment 

discharge discharge 
(m3/sec) (tons X 106) 

? ? 

475 ? 

1236 70 
30,769 1,670 
13,562 265 

9,100 126 
? 16 

15,631 349 
8,769 40 

163 22 
? ? 

3420 6 
400 ? 

17.5 ? 
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deltaic deposits is extensive. The volumes listed w1der "Further Reading-Deltaic 
Systems" at the end of this chapter provide a starting point for further literature re
search. 

Delta Classification and Sedimentation Processes 

The distribution and characteristics of deltas are controlled by a complex set of in
terrelated fluvial and marine/lacustrine processes and environmental conditions. 
These factors include climate, water and sediment discharge, river-mouth 
processes, nearshore wave power, tides, nearshore currents, and winds (Coleman, 
1981). Other factors that influence the formation of deltas are slope of the shelf, 
rates of subsidence and other tectonic activity at the depositional site, a11d geome
try of the depositional basin. Among these variables, river (sediment) input, 
wave-energy flux, and tidal flux are the most important processes that control the 
geometry, trend, and internal features of the progradational framework sand bod
ies of deltas (Galloway and Hobday, 1983). 

Deltas can be classified in several ways (Nemec, 1990); however, classifica
tion on the basis of delta-front regime (Galloway, 1975) appears to be favored l:>y 
most geologists. Deltas are classified thus as (1) fluviaE-d0minated, (2) tide
dominated, or (3) wave-dominated (Fig. 9.3). Each of these kinds of deltas can be 

Figure 9.3 
Classification of deltas on the basis of dominant process of sediment d ispersa l at the delta 
front, and the prevai ling grain size o f  sed iment delivered to the front. Dispersal processes; 
R, river; W, wave; T, tidal. The insets illustrate the shapes of selected modern deltas plotted 
in the classification diagram; see Table 9. 1 for their locations. [After Orton, G. J., and H. G. 
Reading, 1 993, Variability of deltaic processes in terms of sediment supply, with particular 
emphasis on grain size; Sedimentology, v. 40, Fig. 1 ,  p. 477, reproduced by permission.] 
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further distinguished on the basis of dominant grain size of sediments (Orton, 1988; 
Orton and Reading, 1993), that is, mud/silt, fine sand, gravelly sand, or gravel. 
Figure 9.3 shows selected modern examples of each of these kinds of deltas. The 
locations, areal extents, and discharge characteristics of these deltas are listed in 
Table 9.1. 

Fluvial-Dominated Deltas 

The discharge of river water and sediment into a lake or ocean is referred to as a 
jef. Bates (1953) contrasted the behavior of sediment-laden river water as it enters 
equally dense, more dense, and less dense basin water. River water entering basin 
water of almost equal density, referred to by Bates as homopycnal flow, leads to 
rapid, thorough mixing and abrupt deposition of much of the sediment load. This 
type of jet outflow is particularly common at the mouths of coarse-grained rivers 
and presumably causes the formation of Gilbert-type deltas that display a topset, 
foreset, and bottomset arrangement of beds, created as sediment deposition pro-

,grades basinward (Fig. 9. 4). River water that has higher density than basin water 
flows beneath the basin water, commonly during floods, generating a vertically 
oriented, plane-jet flow called hyperpycnal flow. This type of jet flow moves 
along the bottom as a density current that deposits its load along the more gentle 
slopes of the delta front to form turbidites. If river outflow is less dense than basin 
water, as in rivers that flow into denser seawater or a saline lake, it flows outward 
on top of the basin water as a horizontally oriented plane jet called hypopycnal 
flow. Fine sediment may thus be carried in suspension some distance outward 
from the river tnouth before it flocculates and settles from suspension. [Floccula
tion involves aggregation of fine sediment into small lumps owing to the presence 
of positively charged ions in seawater that neutralize negative charges on clay 
particles.] Hypopycnal flow tends to generate a large, active delta-front area, typ
ically dipping at 1 o or less, as contrasted with the 10°-20° dip of most Gilbert-type 
deltas (Miall, il984). Hypopycnal fl9w)s probably the most important type of river 
outflow in marine basins. 

Wright (1977) suggested that the characteristics of delta sediments de
posited by river-mouth processes in coastal areas with low tidal range and low 
wave energy depend upon the relative dominance of (1) outflow inertia (velocity), 

Topsets 
Proximal fan delta to 

Transition zone 
I 

Foresets 

I 
Bottomsets 

I Della front Prodelta I 
Basin 

MWL Figure 9.4 
Schematic representation of a Gilbert-type delta. [From 
Reading, H. G., and j. D. Collinson, 1 996, Clastic coasts, in 
Reading, H. G. (ed.), Sedimentary environments: Process
es, facies and stratigraphy, 3rd ed., Blackwell Science, Ox

ford, Fig. 6.22, p. 174, Reproduced by permission.] 
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Figure 9.5 
Schematic depiction of the 
complex relationship arising 
from sediment g rain size, 
river outflow i nertia 
(velocity), outflow friction 
with the bed, and outflow 
buoyancy-and its effect on 
delta formation. [After 
Orton, G. j., and H. G. Read
ing, 1 993, Variabi l ity of 
deltaic processes in terms of 
sediment supply, with partic
ular emphasis on g rain size: 
Sedimentology, v. 40, Fig. 4, 
p. 487, reproduced by per
mission .] 

(2) turbulent bed friction seaward of the river mouth, and (3) outflow buoyancy. 
For example, outflows dominated by inertial forces produce narrow river-mouth 
bars of the Gilbert type. Outflows dominated by turbulent friction generate trian
gular "middle-ground" bars and channel bifurcation, whereas buoyant outflow 
leads to formation of elongate distributaries with parallel banks, called subaque
ous levees; few channel bifurcations; and narrow distributary-mouth bars that 
grade seaward to fine-grained distal-bar deposits and prodelta clays. Bar sands or 
bar-finger sands are typical components of such deltaic assemblages. 

Orton and Reading (1993) extended Wright's work by further suggesting 
that discharge processes and the nature of the river mouth cannot be considered 
independently of the sediment load and that mixing behavior at the river mouth 
differs for suspended load, mixed load, and bedload channel types and for very 
coarse grained, gravelly bedloads and mass-flow dominated alluvial regimes. 
Bates' (1953), Wright's (1977), and Orton and Reading's (1993) concepts are com
bined in Figure 9.5, which graphically depicts the relationship between the kind of 
sediment load and the type of outflow dominant. 

Buoyant dominated river mouths (Fig. 9.5A) form where the inflow extends 
as a plume (hypopycnal flow) into relatively deep, generally marine, waters. The 
flow detaches from the bed and is thus unable to move bedload beyond the de
tachment point (Reading and Collinson, 1996). Turbulent mixing is intense near 

(A) 
FINE

GRAINED 
SUSPENDED· 

LOAD 
CHANNELS 

(B) 
SAND Y  

MIXED-LOAD 
CHANNELS 

(C) 
GRAVELLY 
BEDLOAD 

or 
MASS-FLOW 
DOMINATED 
CHANNELS 

B' A' 



9.2 Deltaic Systems 295 

the river mouth, and much of the coarser suspended and bed load is deposited, 
whereas finer grained sediment is transported farther into the basin before depo-
sition. Note from Figure 9.5A the position of levees and bars and the presence of 
bar-finger sands. Friction-dominated river mouths (Fig. 9.5B) occur where rivers 
enter water so shallow that the inflow can expand only in a horizontal direction. 
So much friction is present between the incoming flow and the sediment surface 
that the inflow jet spreads laterally; decelerates, and generates a triangular "middle-
ground" bar in the river mouth and leads to charmel bifurcation. Inertia-dominated 
river mouths (Fig. 9.5C) form where the slope is steep enough to allow expansion 
of the inflow in both the horizontal and vertical direction. This expansion com-
monly occurs where high-velocity rivers enter fresh water and I or carry substan-
tial quantities of coarse sediment. Thorough mixing of the axial jet flow 
(homopycnal flow) may cause rapid deposition of the bed load, leading to forma-
tion of Gilbert-type foresets, as mentioned; however, underflows (hyperpycnal 
flow) may develop lateral to the axial jet that transports sediment as mass flows. 

The modern Mississippi River delta is is a classic example of a birdsfoot
type, buoyancy-dominated delta. It is among the largest deltas in the world out
side of Asia (Table 9.1 ). The Mississippi delta consists of seven distinct sedimentary 
lobes (Fig. 9.2) that have been active during the past 5000--6000 years, indicating 
that periodic channel or distributary abandonment, to be discussed, is a common 
process. The generalized characteristics of the Mississippi delta system are shown 
in Figure 9.6. This figure illustrates the well-developed birdsfoot distributary sys
tem, typical of the delta, with bar-finger sands developed at the mouths of the dis
tributaries. Common sediment facies on the Mississippi delta include marsh and 
natural-levee deposits, delta-front silts and sands, and prodelta days. Other 
modern deltas that are largely fluvial-dominated include the Mackenzie Delta 
(Canada, Beaufort Sea) and the Alta delta (Norway, Alta Fiord), as indicated in 
Figure9.3. 

Tide-Dominated Deltas 

The processes and deposits described above may be significantly modified under 
conditions of high tidal range or high wave energy. If tidal currents are stronger 
than river outflow, these bidirectional currents can redistribute river-mouth sedi
ments, producing sand-filled, funnel-shaped distributaries. The distributary mouth 
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Figure 9.6 
The fluvial-dominated, Mississip
pi delta system. [From Reineck, 
H. E,, 1970, Marine sandki:irper, 
rezent und fossil: Geol. Rund
schau, v, 60, Fig, 2, p., 305, 
reprinted by permission. Origi
nally modified from Fisk, H. N., 
E. M cfarland, C. R. Kolb, and l. ). 
Wilbert, 1954, Sedimentary 
framework of the modern Missis
sippi delta: jour. Sed. Petrology, 
v. 24, Fig. 1, p, 77.) 
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bar may be reworked into a series of linear tidal ridges that replace the bar and ex
tend from within the channel mouth out onto the subaqueous delta-front platform. 

The modern Ganges-Brahmaputra delta is a well-known example (Michels 
et a!., 1998; Goodbred and Kuehl, 2000) of a tide-dominated delta (Fig. 9.7). The 
areal size of this delta is more than three times that of the Mississippi delta. It has 
a mean river discharge about twice that of the Mississippi and an exceedingly high 
discharge during the monsoon season when extreme flooding is common. Mean 
tidal range is large, about 4 m, and tidal currents can be as strong as 3.8 m/s 
(Michels et a!., 1998); wave energy is relatively low. Sand transport is intense dur
ing the monsoon season, leading to deposition of sandy deposits similar to those 
in braided streams. The delta is characterized by tidal-flat environments, natural 
levees, and floodbasins in which fine sediment is deposited from suspension. The 
strong tidal influence is manifested by a network of tidal sand bars and channels 
oriented roughly parallel to the direction of tidal current flow (Fig. 9.7 A, B). A va
riety of sediment types thus accumulate on the Ganges-Brahmaputra delta, such 
as tidal-bar or tidal-ridge sands; braided, channel-fill sands; and natural levee, 
tidal-flat, and floodbasin muds. The Ord Delta (Timor Sea, Australia) provides an
other example of a modern delta largely dominated by tidal processes (Fig. 9.3). 

Wave-Dominated Deltas 

Strong waves cause rapid diffusion and deceleration of river outflow and produce 
constricted or deflected river mouths. Distributary-mouth deposits are reworked 
by waves and are redistributed along the delta front by longshore currents to form 
wave-built shoreline features such as beaches, barrier bars, and spits. A smooth 
delta front, consisting of well-developed, coalescent beach ridges, may eventually 
be generated. 

The Paraiba do Sui delta of Brazil (Fig. 9.8) displays many of the characteris
tic features of wave-dominated deltas. The Rio Paraiba do Sui coastal plain con
sists of Pleistocene and Holocene littoral marine sediments and Holocene fluvial 
and lagoonal sediments (Martin et al., 1987). Tidal range over the delta is moderate 
(mesotidal); however, wave energy is extremely high. Sediment discharge from 
the river is high and middle-ground bars are common at the mouth of the river. 
Sediment is transported at high rates across the mouth, from west to east, leading 
to development of amalgamated, sandy beach ridges (Bhattacharya and Giosan, 
2003). Owing to this extreme wave energy, the Paraiba do Sui delta is dominated 
by high-energy environments in which sand deposition takes place. Muds accu
mulate locally in lagoons, but the interdistributary bay mud deposits characteris
tic of the Mississippi delta are absent. Paraiba do Sui delta deposits are dominated 
by beach-ridge barrier sands that cover much of the delta surface adjacent to the 
ocean. 

Other examples of modern wave-dominated deltas include the Skeidarar 
Sandur (Iceland, North Atlantic), the Punta Gorda (Belize, Gulf of Honduras), as 
shown in Figure 9.3, the Tseng-wen (southwest Taiwan; Liu et a!., 2003), and the 
Sao Francisco (Brazil; Dominguez, Martin, and Bittencourt, 1987; Dominguez, 
1996), often cited as the classic example of a wave-dominated delta. Several addi
tional examples, from the Black Sea, Gulf of Mexico, Mediterranean Sea, South At
lantic, Bay of Bengal, and the Thyrrenian Sea, are discussed by Bhattacharya and 
Giosan (2003). 

Mixed-Process Deltas 

The examples discussed above illustrate some differences in characteristics of 
modern deltas that are shaped by processes that are predominantly fluvial, tidal, 
or wave-related. Many deltas have characteristics that are transitional between 
these "end-member" types. The Copper River delta in the Gulf of Alaska (Fig. 9.9) 
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The Gang es-Brahmaputra d elta, a modern tide-dominated delta.  A. Reg ional  map of the 
Bengal Basin showing physiography and geology of the delta and surrounding area. 
[From Goodbred, S. L., and S. A. Kuehl ,  2000, The sign ificance of large sediment supply, 
active tectonism, and eustasy on margin sequence development: Late Quaternary stratig
raphy and evolution of the Ganges-Brahmaputra delta: Sedimentary Geology, v. 133, Fig. 
2, p. 229. Reproduced by permission .] B. Space image of the delta, NASA johnson Space 
Center, downloaded from the Internet 4/8/04. 
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Figure 9.8 
The Paraiba do Sui delta, Brazil, which is characterized by sandy beach ridges oriented 
roughly parallel to the shoreline. A.. Map of the Rio Paraiba do Sui coastal plain. [Redrawn 
from Martin et al., 1987, Quaternary evolution of the central part of the Brazilian coast: 
The role of tela.tiye sea-level variation and jihoreline drift, in Quaternary coastal geology of 
West Africa and South America, UNESCO reports in Marine Science, No. 4 3, Fig. 16, p. 
1 30. [Address: Marine Information Centre, Elivision of Marine Sciences, UNESCO, Place de 
Fontenoy, 75700, Paris, 'France]. B. Space image of the delta and coastal plain, NASA 
image downlbaded from the Internet :S/28/04. 

provides an example of a delta that is strongly influenced by tides but also experi 
ences high wave power (e.g., Galloway, 1976). Thus1 the Copper River delta fallt 
somewhere between a tide-dominated and a wave-dominated delta (see Fig. 9.3) 
Tidal range on the Copper River del1ta may e.xceed 3 m, and tidal currents of up tc 
2m/s have been measured. Stmng, wind-driven sweUs, ooup1ed with the west· 
erly marine current, set up a net westward longshore drift. Thus, deltaic sedi 
ments are modified by both tidal and wave-related processes. Major de'lt< 
environments include (1) the subaeria• deltaic plain, consisting ot marsh deposit! 
an-d distributary channel fills; (2) the tidal lagoon, composed of Hdal sands anc 
mudflat deposits interlaced with a complex of tidal channel fills (Fig. 9.9); and (3: 
the wind-influenced shoreface,. consist•ing of marginal island, breaker bar, .ane 
middle shoreface sands, lower shoreface sand and mud, and prodelta/ shelf mud 
As indicated in Figure 9.3, other modem deltas influenced fairly strongly by bot� 
tides and wind include the Irrawaddy (Burma), Niger (Nigeria), and Burdekir 
(Australia). 



Figure 9.9 
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The Copper River delta, Gulf of Alaska. A. Physiographic map of the delta, showing tide
influenced channels and bars and wave-influenced breaker bars; based on U.S. Dept. of 
Agriculture map, "The Copper River

,
" Alaska Region Rll 0-RG-1 00. B. Tidal channels and 

tidal sand bars on the delta; photograph by Allan Cline. 

Fan Deltas 

The concept of fan deltas was intnxluced by Holmes (1965, p. 554). A fan delta, as 
defined by Ho'lmes and modified slightly by Nemec and Stee1 �1988a), is a coastal 
prism of sed•ments delivered by an alluvia1-fan..sysrem and deposited, mainly or 
entirely subaqueously, 11t the interface between the active fan and a standing body 
of water (e.g., Fig. 9.10). Fan deltas were recognized first in modern settings but 
fan-deha deposits have now been reported in many anciemt sedimentary succes
sions (e.g., Nemec and Steel, 1988b; Chough and Orton, 1995). 

The relationship between alluvial fans, which constitute the subaerial com
ponent cf fan deltas, and the subaqueous delta is illustrated in Figure 9.11. The al
luvial fans can include any of the fan types discussed in Chapter 8 and may form 
in settings ranging from glacial to humid to arid. Like other deltas, the subaque
ous portion of fan deltas may be fluvial dominated, wave dominated, or tide dom
inated. Sediments are deposited downslope in the subaqueous part of fan deltas 
by processes such as slumping and debris avalanching, turbidity-current flow, 
and inertia (hyperpycnal) flow that takes place particularly during flood stages; 
the river'borne load achieves sufficient density to overcome buoyancy and fric
tional effects at the river mouth and can transport even gravel and coarse sand 
downslope (e.g., Prior and Bornhold, 1990). 

Physiographic and Sediment Characteristics of Deltas 

Variations in sediment input, outflow velocity, and wave and current energy cause 
the depositional features of deltas to exhibit a high degree of variability from one 
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Figure 9.10 
Kurobegawa fan, a large fan delta at 
the mouth of the Kurobe River, Toya
ma Bay, japan Sea, off central japan. 
[From Fujii, S., and N. Nasu, 1988, 
Kaiteirin (submerged forest; text in 
japanese), Tokyo University Press, 
Color plate of Kurobegawa fan. Photo
graph courtesy of S. Fujii; reproduced 
by permission of University of Tokyo 
Press.] 

Figure 9.1 1 
Schematic diagram of a fan 
delta, showing the subaerial 
alluvial fan and subaqueous 
delta. [After Nemec, W., 
and R. ]. Steel, 1 988, What 
is a delta and how do we 
recognize it? in Nemec, W., 
and R. ]. Steel (eds.), Fan 
deltas: Sedimentology and 
tectonic setting: Blackie, 
Glasgow, Fig. lA, p. 6.] 

delta to another. Nevertheless, all deltas can be divided into subaerial and sub
aqueous components, each ef which can be further subdivided (Fig. 9.12). The 
subaerial component of deltas, called the deltaic plain, is generally larger than the 
subaqueous component. It is divided into an upper delta plain, which lies largely 
above high-tide level, and a lower delta plain, lying between low-tide mark and 
the upper limit of tidal influence. The upper delta pla!Jt ts commonly the oldest 
part of the delta and is dominated by fluvial processes. The lower delta plain is ex· 
posed during low tide but is covered by water during high tide. Thus, it is sub· 
jected to both fluvial and marine processes. 

The upper delta plain is influenced mainly by fluvial p,rocesses. Sedimenta· 
tion is dominated 'by distributary-charmel migration and associated fluvial sedi
mentation processes such as channel and point-bar deposition, overbank flooding, 
and crevassing into lake basins (Chapter 8). l11e principal depositional environments 
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Figure 9.12 
Principal components of a 
fluvial-dominated delta sys
tem. The physiographic sub
divisions of tide- and 
wave-dominated deltas are 
similar; however, sediments 
on the delta front and the 
lowermost deltaic plain are 
reworked by tides and waves. 
[Based in part on Coleman 
and Prior, 1 982.] 

include braided channels, meandering channels, back swamps, and floodplain en
vironments such as swamps, marshes, and freshwater lakes. Therefore, upper 
delta-plain sediments are predominantly fluvial sands, gravels, and muds that 
may be closely associated with lake, swamp, and marsh deposits. The width of the 
lower deltaic plain is greatest on deltas where tidal range is large. This plain in
cludes the active distributary system of the delta as well as abandoned distributary
fill deposits, and it may be flanked by marginal-basin or bay-fill deposits. 
Djstributary channels are numerous, but environments behveen channels make up 
the largest percentage of the lower delta plain. These environments include active
ly migrating tidal channels, natural levees, interdistributary bays, bay fills 
(crevasse splays), marshes, and swamps (e.g., Coleman and Prior, 1982). 

The subaqueous delta plain lies seaward of the lower deltaic plain below 
low-tide water level. The uppermost part of the subaqueous delta, lying at water 
depths down to 10m or so, is commonly called the delta front. The remaining sea
ward part of the subaqueous delta is called the prodelta, or prodelta slope. The 
subaqueous delta may extend outward for distances of a fev,r kilometers to tens of 
kilometers, and the prodelta may extend to water depths as much as 200-300 m. 
On fluvial-dominated deltas, deposits typically consist in part of sand, and possi
bly gravel, deposited near river mouths, forming distributary-mouth-bar deposits 
such as those of the M�ssissippi delta (Fig. 9.6). On the other hand, the delta front 
may be dominated by high-energy marine processes, including waves, longshore 
currents, and tides. On wave- and tide-dominated deltas, sediment is reworked 
and winnowed by these processes, creating well-sorted delta-front sheet sands 
that are cross-bedded on a variety of scales. The finest silts and clays are trans
ported still farther seaward and settle on the prodelta on the outermost part of the 
subaqueous delta. Previously deposited sediments may be reentrained, transport
ed, and r�deposited farther downslope on the subaqueous delta by gravity-driven 
mass-movement processes such as landslides, slumps, turbidity-current flows, 
and mud ,flows. 
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Figure 9.13 

Delta Cycles 
During the active, constructional phases of delta outbuilding, deltaic deposits pro
grade seaward, leading to generation of a coarsening-upward vertical succession 
of facies as delta-front sands advance seaward over prodelta silts and clays. The 
sedimentary succession on the progradational lobes of the fluvial-dominated Mis
sissippi River delta provides a good example (Fig. 9. 13). Active delta outbuilding 
may be interrupted by major changes in the hydrologic and sediment regime re
lated to tectonism, climate variation, major diversions of rivers upstream, or 
changes in sea level. Smaller-scale changes may result from processes such as 
switching of delta lobes, distributaries, or tidal channels. Major changes, in partic
ular, can result in a relative rise in sea level that may halt progradational delta 
growth and bring about a transgressive phase of deposition as the shoreline ad
vances in a landward direction. Thus, growth of deltas tends to be cyclic. During 
active prograding phases, prodelta fine silts and clays are progressively overlain 
by delta-front silts and sands, distributary-mouth sands, and finally marsh, fluvial, 
and possibly eolian deposits as the delta builds seaward, producing a coarsening
upward regressive succession. Interruption of progradation by delta-lobe aban
donment or marine transgression brings on a destructive phase in which erosion 
and redistribution of river-mouth deposits predominates. Subsequent distributary 
shifting or regression may bring on another phase of active progradation. Sedi
ments that make up a complete delta cycle may range in thickness from 50 to 150 
m. Smaller scale cycles representing progradation of individual distributaries 
range from only about 2 to 15 m (Miall, 1984). 

Bay and marsh deposits. 
Mud, silt; bioturbated 

Crevass splay deposits. 
Coarsening-upward success
ions of muds to sands 

lnterdistributary bay deposits. 
Mud, sand-silt stringers; shells 

Overbank splay deposits. 
Thin peat & soils. Thin sand, 
silt, shale stringers; root traces 

i-'=--"'-1��::-::;='":*'1 Beach & dune sands. 

Mouth bar & channel deposits. 
Sand, silt beds; cross-bedded 

Distal bar deposits. 
Sand & silt, rippled; coarsening 
upward; mud laminae; shells 

Prodelta deposits. 
Laminated mud; silt-sand 
laminae; shells 

Ideal ized vertical succession of facies in a fluvial-dominated (Mississip
pi) delta. Note the thickness of individual units shown in the column. 
[From Coleman, J .  M ., 1 981 , Deltas: Processes of deposition and 
models for exploration, 2nd ed., F ig.  4.3, p. 9 1 ,  reprinted by permis
sion of I H RDC Publications, Boston.] 
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Ancient deltaic sediments have been reported in stratigraphic successions of most 
ages, but they appear to be particularly common in rocks of Carboniferous and 
Tertiary age. Reported examples of fluvial-dominated deltaic deposits include the 
Carboniferous of the British Isles (e.g., Martinsen, 1990; Pulham, 1989), the Wilcox 
Group (Eocene) of Texas (Fisher and McGowan, 1967), and the Dunvegan Forma
tion (Cretaceous) of Canada (Bhattacharya and Walker, 1991). An example is pro
vided by Horne et al. (1978), who describe fluvial deltaic sediments from the 
Carboniferous of Kentucky (Fig. 9.14). The deposits shown in Figure 9.14 are dis
tributary-mouth-bar sandstones that grade laterally into bay-fill muds. The sand 
bodies are 1 .5--5 km wide and 15-25 m thick. They are widest at the base and 
have gradational lower and upper contacts. Grain size increases upward in the 
succession and toward the center of the bars. Fining-upward, graded beds are 
common on the flanks of the bars, as are oscillation- and current-rippled surfaces. 
Pebble-lag conglomerates are present at the bases of the channel deposits. Note 
by comparison with Fig. 9.6 that these ancient river-dominated deltaic sediments 
are very similar in geometry and sediment characteristics to those of the modern 
Mississippi delta. Other ancient river-dominated deltas are discussed by Bhat
tacharya and Walker (1991), Fisher and McGowan (1967), Galloway ( 1975), and 
Pulham (1989). 

Weise (1 980) describes Upper Cretaceous sediments from the San Miguel 
Formation in the subsurface of Texas that are interpreted from core and well-log 
information to be wave-dominated deltaic sediments. She constructed thickness 
(isopach) maps of ten sandy delta lobes having a variety of sand-body shapes 
ranging from those with the characteristics of river-dominated deposits (reflecting 
least influence of marine processes) to those with the characteristics of marine 
wave-dominated deltas (Fig. 9.15). During periods of high sediment input and a 
low rate of sea-level rise, redistribution of sediment by waves was minimal, and 
lobate deltas resulted. During periods of low sediment input and high rates of sea
level rise, sediment was extensively reworked by waves to form elongate, strike
aligned sandstone bodies, as illustrated in Figure 9.15. Other ancient wave-dominated 
deltas are described by Bhattacharya and Giosan (2003), Elliott (1986a), Leckie and 
Walker (1982), and Liu et a!. (2003). Howell and Flint (2003) consider the Creta
ceous strata in the Book Cliffs of Utah to be an ancient analogue to the deposits of 
the Paraiba do Sui delta (Brazil), shown in Figure 9.8. 
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Figure 9.14 
Three-dimensional model of fluvial
dominated delta deposits from eastern 
Kentucky. [After Horne, ). C., et al ., De
positional models in coal exploration 
and mine planning in Appalachian re
gion: Am. Assoc. Petroleum Geologists 
Bull., v. 62, Fig. 6, p.  2387.] 
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Three-dimensional model i l lustrating the sand-body geometry and facies of a wave
dominated delta system in  the San Miguel Formation (Cretaceous), South Texas. [After 
Weise, B. R., 1 980, Wave-dominated delta systems of the Upper Cretaceous San Miguel 
Formation, Maverick Basin, South Texas: Bureau of Economic Geology, University of Texas 
at Austin, Report of Investigations 1 07, Fig. 26, p. 20, reproduced by permission.] 

The Eocene Misoa Formation, Maracaibo Basin, Venezuela, is a huge allu
vial-deltaic-shallow marine complex extending northeasterly about 250 km from 
its source that exhibits marked characteristics of a tide-dominated delta. A small 
part of this complex (64 km2) was reconstructed by Maguregui and Tyler (1991) 
as shown in Figure 9.16. A tidal delta plain bisected by na rrow, highly sinuous 
tidal channels formed low-relief highs separating straight estuarine (river mouth) 
distributary channels. The interdistributary areas have low sand content. Estuar
ine distributary systems transport and discharge sediments at the end of estuar
ies, where tidal currents redistribute these sediments to form a tidally modified 
distributary-mouth-bar complex. Tidal channels within interdistributary areas 
are not connected to the sediment distributary system but simply drain the tidal 
plain during low-tide flow. Sands accumulated in the estuarine channels to form 
estuarine distributary-channel complexes (Fig. 9.16a).  Seaward, the estuarine 
distributary channels diverge outward and merge into tidally modified distrib
utary-mouth-bar areas (Fig. 9 .16b) in this zone of maximum tidal-current energy. 
Tidal sand ridges also formed as  coarsening-upward, highly bioturbated sand 
bodies (Fig. 9.16c, d), which developed by lateral migration of higher energy bar 
crests (sands) over lower energy muds. Note the orientation of these ridges, from 
right to left across the block, parallel to the estuaries and perpendicular to the 
shoreline. Additional examples of ancient tide-dominated deltas are discussed by 
Dalrymple et al .  (2003), Mellere and Steel (1996), Roberts and Sydow (2003), and 
Willis et al. (1999). 



(a) Estuarine 
distributary 
complex 

Flgure 9.16 

(b) Transitional estuarine 
to tidally modified 
distributary mouth bar 

(c) Proximal tidal 
sand ridge 

(d) Distal tidal 
sand ridges 

9.2 Deltaic Systems 305 

Three-dimensional model of the delta front and lower delta plain of the tide-dominated 
delta in the Misoa Formation (Eocene), Maracaibo Basin, Venezuela. A typical estuarine dis
tributary complex is shown in (a). A transitional lithofacies occurs farther seaward (b), 
where greater influence of shallow-marine conditions and a high degree of reworking by 
tidal currents modify the typical estuarine distributary-channel complex. Proximal tidal 
sand-ridge facies (c) are present in areas of high sediment discharge near the ends of the 
estuaries (c). Distal sand-ridge facies lie farther from the estuaries, where the sediment sup
ply is l imited and tidal currents are weaker (d). Note that both the sand facies (dot pattern) 
and mud facies (dark shade) a re extensively bioturbated. [After Maguregui, j., and N. Tyler, 
1991 , Evolution of Middle Eocene tide-dominated deltaic sandstones, Lagunil las Field, 
Maracaibo Basin, western Venezuela, in Miall, A. D., and N. Tyler (eds.), Three-dimensional 
facies architecture of terrigenous clastic sediments and its implications for hydrocarbon dis
covery and recovery: Concepts in sedimentology and paleontology, 3, SEPM (Society for 
Sedimentary Geology), Tulsa, Okla., F ig. 1 6, p. 244, reproduced by permission.] 

The Late Carboniferous-Permian Reinodden Formation of western Spitsber
gen provides an example of an ancient fan-delta depositional system (Kieinspehn 
et al., 1984). Several fan-delta successions are present in this area, one of which is 
shown in Figure 9.17. The stratigraphic succession in Figure 9.17 begins with car
bonate and siliciclastic muds that were deposited in a prodelta setting. These fine
grained prodelta deposits are succeeded upward by barrier/spit and distal 
mouth-bar sands, cross-bedded in part, deposited by turbidity currents and other 
processes on the delta front. Sandy deposits are overlain by planar to cross-bedded 
gravels that formed in fluvial channels on the fan-delta plain. A thin unit of wave
reworked gravels caps the succession, representing a minor phase of marine trans
gression. The small maps in Figure 9.1 7  show the postulated evolution of the fan 
with time as it prograded over the delta-front and prodelta environments to gen
erate the coarsening-upward succession of facies shown. 
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Figure 9.17 
Vertical facies succession. A. Developed in Carbon iferous-Permian fan-delta deposits of 
western Spitsbergen in response to various stages of fan progradation. B. Phases 1 -6 in 
the stratigraphic col umn correspond to phases 1 -6 in the plan-view sketches. The deposi
tional site, represented by the striped oval area, remained fixed in space while the fan
delta geometry changed relative to that area. [From Kleinspehn, K. L., et a l ., 1 984, 
Conglomeratic fan-delta sequences, Late Carboniferous-Early Permian, western Spitsber
gen, in Koster, E. H., and R. ) . Steel  (eds.), Sedimentology of gravels and conglomerates: 
Canadian Soc. Petroleum Geologi sts Mem. 1 0, Fig. 8, p. 289, reproduced by permission.] 

9.3 BEAC H AN D BARRIER ISLAN D SYSTEMS 

Introduction 

Mainland beaches are long, narrow accumulations of sand aligned parallel to the 
shoreline and attached to land (e.g., Fig. 9.18). Bodies of beach sand are typically 
cut across here and there by headlands and sea cliffs, estuaries, river deltas, tidal 
inlets, bays, and lagoons. Barrier-island beaches are similar to mainland beaches 
but are separated from land by a shallow lagoon, estuary, or marsh (Fig. 9.19). 
They are also commonly dissected by tidal channels or inlets. Beaches may form 
within delta systems, along a depositional strike from deltas, or in other marine or 
even lacustrine settings that have no connection with deltas. They are the most dy
namic of all depositional environments and are subject to both seasonal and 
longer range changes that keep them in a state of virtually constant flux. In con
trast to deltas, which are influenced by both fluvial and marine processes, beach 
and barrier-island systems are generated predominantly by marine processes, 
aided to a minor degree by eolian sand transport. 
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Figure 9.19 

Figure 9.18 
A narrow strip of beach extending south 
from Cape Sebastian, southern Oregon 
coast. 

Barrier-island system at Edingsville Beach, South Carol ina. Note 
the large tidal inlet that cuts across the barrier and the smaller 
channels in the low-energy lagoon behind (to the left of) the 
barrier. Photograph courtesy of Michael F. Stephen; repro
duced by permission. 

Modern and Holocene beaches have perhaps been studied more extensively 
than any other depositional environment owing to their recreational use; their ac
cessibility; their economic potential as a source of placer gold, platinum, and vari
ous minerals; and their importance .as an erosion buffer between the sea and the 
Land. Mwch of the study of modern beaches has been carried out by coastal engi
neers, geographers, and geomorphologists. Geologists also hav.e a strong scientif
ic interest in beaches owing to the insight they provlde into ancient depositional 
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Figure 9.20 

processes and env i ron ments. Ancient beach deposits also have been extensively 
studied. ln add ition to their significance as indicators of ancient nearshore 
processes and conditions, ancient beach and barrier-island sediments have con
siderable economic importance as reservoirs for petroleum and natural gas and as 
host rocks for uranium. Although most beaches are composed of sillcidastie sedi
ments, some modem beaches on carbonate shelves are made up predominantly of 
carbonate grains consisting of skeletal fragments, ooids, pellets1 and other parti
cles. Carbonate beach deposits are known also from the geoiogic record (e.g., 
Inden and Moore, 1983). 

Depositional Setting 

Beach and barrier-island cornptexes at:e best developed on wave-dominated masts 
where tidal range is small to moderate. Coasts are classified on the basis of ,tidal 
range into three groups: (l) microtidal {0-2 m tidal range), (2) mesotidal (2-4 m 

tidal range), and (3) macrotidal (>4 m tidal range) (fig. 9.20�. Hayes (1975) has 
shown that barrier-island and associated envi,ronments occur preferentiaUy along 
microtidal coasts, where they are well developed and nearly .conhnuous. They are 
less characteristic of mesatidal coas:ts and, when present, are typkally short or 

stunted, with tidal Inlets common. Barriers .are generafly absent on macrotidal 
coasts; the extreme tid al range causes wave energy :to be dispersed and dissipated 
over too great a '"'idth of shore zone to effectively form barriers. 

Beach and barrier islands can occur as one of the following (see Fig. 9.1): 
(1) a single beach attached to the mainland, (2) a broader beach-ridge system that 
constitutes a strand plain, '"'hich consists of multiple parallel beach ridges and 
parallel swales, but which generally lacks well-developed lagoons or marshes; a 
type of strand plain consisting of sandy ridges elongated along the coast and sep
arated by coastal mudflat deposits is called a chenier plain, or (3) a barrier island 
separated wholly or partly from the mainland by a lagoon or marsh. 
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Beaches 

Morphology 

The beach environment can be divided into several zones: the backshore, which 
extends landward from the beach berm above high-tide level and commonly in
cludes back-beach dune deposits; the foreshore, which mainly encompasses the 
intertidal (littoral) zone between low-tide and high-tide levels; and the shoreface, 
also called the nearshore, which extends from about low-tide level to the transi
tion zone between beach and shelf sediments (Fig. 9.21), that is to fair-weather 
wave base at a depth of about 10-15 m. Figure 9.21 illustrates also the approximate 
zones of shoaling and breaking waves and the position of the surf zone and svvash 
zone, discussed in a succeeding section. 

Depositional Processes 

Erosion, sediment transport, and depositional processes on beaches have been 
studied extensively by engineers interested in coastal processes as well as by geol
ogists. The published results of engineering studies tend to be expressed in math
ematical terms that may not be of much interest to the average geologist. Perhaps 
the most detailed and mathematically rigorous descriptions of beach processes 
wrilten for geologists are those by Komar (1998) and Hardisty (1990). Only a very 
br-ief description of these processes is given here. As mentioned, beaches are best 
developed on wave-dominated coasts where tidal ranges are small. Beaches are 
constructed primarily by wave-related processes, which include wave swash, 
storm waves, and nearshore currents (longshore and rip currents). Wind also 
plays a role in sediment transport on beaches. 

Wave Processes. Water beneath waves moving across deep water is constrained 
to move in orbital (circular) paths (discussed in Chapter 10). These orbits decrease 
in diameter downward in the water column. As deep-water orbital waves ap
proach shallow water where depth is about one-half the wave length, the orbital 
motion of the water is impeded by interaction with the bottom. Orbits become 
progressively more elliptical and, eventually, near the bottom, develop a nearly 
horizontal to-and-fro motion that can move sediment back and forth. This to-and
fro movement is important in generating ripple bedforms as well as in producing 
some net sediment transport. As waves progress farther shoreward into the shal
low shoaling zone (Fig. 9.21), forward velocity of the wave slows, wave length de
creases, and wave height increases. The waves eventually steepen to the point 
where orbital velocity exceeds wave velocity and the wave breaks, creating the 
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breaker zone. Breaking waves generate turbulence that throws sediment into sus
pension and also brings about a transformation of wave motion to create the surf 
zone. In this zone, a high-velocity translation wave (a wave translated by breaking 
into a current), or bore, is projected up the upper shoreface, causing landward 
transport of bedload sediment and generation of a short-duration "suspension 
cloud" of sediment. At the shoreline, the surf zone gives way to the swash zone, in 
which a rapid, very shallow swash flow moves up the beach, carrying sediment in 
partial suspension, followed almost immediately by a backwash flow down the 
beach. The backwash begins at very low velocity but accelerates quickly. (If heavy 
minerals are present in the suspended sediment, they settle rapidly to generate a 
thin heavy-mineral lamina.) The width of the surf and swash zones is governed by 
the steepness of the shoreface and foreshore. Very steep shorefaces may develop 
no surf zone at all and waves break very close to shore, whereas gentle shorefaces 
commonly have very wide surf zones. 

Sediment transport on beaches is particularly important landward of the 
shoaling zone. In the high-energy breaker zone, coarse sediments move by salta
tion in a series of elliptical paths that move sediment parallel to the coast, while 
finer sediment is thrown into suspension. So-called translation waves, which are 
actually currents, transport sediment through the surf and swash zone up the 
beach face. If waves approach the shoreline obliquely (a very common occur
rence), sediment is transported alongshore in a zigzag manner owing to the fact 
that the upswash is directed across the beach at an angle, whereas the backswash 
flow is perpendicular to the beach face. Thus, normal waves of moderate to low 
energy tend to produce a net landward and alongshore transport of sediments in 
a largely constructive sedimentation regime in which the beach builds owing to 
deposition. Repeated deposition and reentrainment of sediment in the beach 
regime tends to winnow and remove the finest sediment, producing generally 
well sorted, positively skewed deposits. High-energy conditions created by 
storms generate steep, long-period storm waves, which cause considerable ero
sion of the beach area and a net displacement of sediment in a seaward direction 
(Davis, 1985). During storms great quantities of sediment are thrown into suspen
sion for transport by surf-zone currents, causing sand bars on the inner beach to 
be planed off and displaced seaward considerable distances. Thus, it is quite com
mon to observe marked seasonal changes on modern beaches, which often build 
in a landward direction during low-energy summer conditions but are eroded and 
reduced in size during winter storm conditions. 

Wave-Induced Currents. As breakers and winds pile water against the beach, not 
only do they create bidirectional translation waves that move up and down the 
swash zone, but they also create two different types of unidirectional currents: 
longshore currents and rip currents. Longshore currents are generated when 
waves that approach the shore at an angle break, and a portion of the translation 
wave is deflected laterally parallel to the shore. These currents move parallel to 
shore following longshore troughs, which are shallow troughs in the lower part of 
the surf zone oriented parallel to the strandline (shoreline). This system of parallel 
longshore troughs between shallow beach ridges is referred to as a ridge and run
nel system. The velocity of longshore currents is related to wave height and the 
angle at which the waves approach shore. As water piles up between shallow 
sand bars and the shoreline with continued shoreward movement of waves, it 
cannot go back against incoming waves the way it came. It must find a different 
way to return seaward. Thus, it moves parallel to shore as a longshore current 
until it finds a topographic low between sand bars, where it converges with flow 
moving in the opposite direction (Fig. 9.22) and moves seaward as a narrow, near
surface current. These converging, seaward-moving currents are called rip cur
rents. Longshore currents play a very important role in sediment transport and 
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Figure 9.22 
Schematic representation of longshore cur
rents that move locally in opposite directions, 
generated owing to bending (refraction) of 
wave crests as they move over an irregular 
seafloor, leading to the formation of rip cur
rents that flow seaward through the breaker 
zone. 

deposition on beaches because they achieve velocities great enough to transport 
sa,fid . Together with the processes producing transport in the swash zone, they are 
primary agents of alongshore sand movement. Rip currents are primarily surface 
phenomena and thus are less important in near-bed sediment transport than long
shore currents. Nonetheless, they can entrain considerable quantities of sediment 
(and ·perhaps an occasional unwary swimmer) and move it through the breaker 
zone out into shoal water. 

Wind. In addition to the indirect role that wind plays in generating normal 
waves, storm waves, and longshore currents, wind also plays a direct role in sedi
ment transport on beaches. The subaerial parts of beaches, above high tide level, 
are more or less continuously under the influence of wind. Large quantities of 

. sand may be transported, in a largely onshore to alongshore direction, by wind. 
'(Sea breezes tend to move from cool ocean water onto warmer land surfaces.) 
Win-d may also move sand about on the lower shoreface as sands dry out during 
low-tide phases. 

Barrier-Island Systems 

The harrier-island setting is not a single environment but a composite of three sep
arate environments (Fig. 9.23) : the sandy barrier-island chain itself (the subtidal to 
subaerial barrier-beach complex); the enclosed lagoon, estuary, or marsh behind it 
(the back-barrier, subtidal-intertidal region); and the channels that cut through the 
parrier and connect the back-barrier lagoon to the open sea (the subtidal-intertidal 
delta and inlet-channel complex). Identification and interpretation of ancient 
barrier-island complexes requires that this intimate association of lagoonal, estu
arine, and tidal-flat facies be recognized. Barrier-island systems are not simply 
barrier-beach complexes. Sediment transport and depositional processes on barri
er beaches are similar to those on mainland beaches; however, additional process
es take place in the tidal channels, tidal flats, marshes, and lagoons of barrier 
t:E!lmplexes. These processes are discussed in succeeding sections of this chapter. 
Holocene (modern) barrier-island systems are well developed along the shore
lines of many parts of the world ocean. For an excellent discussion of these barri
ers, with emphasis on examples in the United States, see Davis (1994) . 

Considerable difference of opinion exists about the origin of barrier-island 
complexes. Proposed mechanisms of origin include ( 1 )  shoal and longshore-bar 
aggradation, that is, upward building and eventual emergence of the offshore bar, 
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Figure 9.23 
Generalized model i l lustrating the 
various subenvironments in a trans
gressing barrier-island system. [From 
Reinson, G. E., 1 992, Transgressive 
barrier island and estuarine systems, 
in Walker, R. G., and N .  P. james 
(eds.), Facies models, F ig. 3, p. 1 80, 
reproduced by permission of Geo
log ica l Association of Canada. ]  

(2) spit segmentation by  breaching and detachment of  spits oriented pa1allel to 
the coast, (3) mainland ridge engulfment owing to submergence and drowning of 
shoreline-attached beaches, (4) welding or veneering of Holocene dune, beach, 
and foreshore sand into and over pre-Holocene topographic highs, and (5) lateral 
shifting of coastal sands during transgression to form the barrier islands. Mecha
nisms (2), (3), and (5) appear most feasible; however, composite modes of  origin 
seem possible. The origin of old barrier systems remains unresolved because most 
of the evidence pertaining to origin has been destroyed by subsequent modifica
tion; however, observations on barriers that have developed in llistoric time sug
gest that these barriers formed mainly by mechanism (1) shoaling through wave 
action (Davis, 1997). 

Characteristics of Modem Beach and Barrier-Island Systems 

The mainland-beach and barrier-island system as a whole generates a narrow 
body of sediments elongated parallel to the depositional strike, or strike of the 
shoreline. This body of sediment is composed predominantly of sand that origi
nates on the beach shoreface, foreshore, and backshore and is commonly tens to 
hundreds of meters broad, up to hundreds of kilometers long, and 10-20 m thick 
(Reineck and Singh, 1980). It may be interrupted in many places along its length 
by deltaic, estuarine, bay, and other deposits where these features cut across the 
beach (Fig. 9.1). Where barrier islands occur, sands of the barrier beach grade 
landward into back-barrier sediments that may include washover sands; tidal
delta sands and muds; lagoonal silts and muds; and sandy, muddy tidal-flat and 
marsh deposits (Fig. 9.23). 

Beach deposits form on the beach face or foreshore, which is the intertidal 
zone extending from mean low-tide level to mean high-tide level, corresponding 
to the zone of wave swash (Fig. 9.21). Sediments of the foreshore consist predomi
nantly of fine to medium sand but may also include scattered pebbles and gravel 
lenses or layers. Sedimentary structures are mainly parallel laminae, formed dur
ing swash-backwash flow, that dip gently (2°-3°) seaward. Thin, heavy-mineral 
laminae are commonly present, alternating with layers of quartzose sand. Thin, 
lenticular sets of low-angle, landward-dipping laminae, possibly formed by an
tidune migration during backwash, may be present also. Some foreshore sands 
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display high-angle, landward-dipping cross-beds caused by migration of fore-
shore ridges. The foreshore is separated from the backshore by a break in slope at 
the berm crest, which is formed by sand thrown up by storm waves. The 
backshore is inundated only during storm conditions and is thus a zone dominat-
ed by intermittent storm-wave deposition and eolian sand transport and deposi-
tion. Faint, landward-dipping, nearly horizontal laminae, interrupted locally by 
crustacean burrows, record deposition by storm waves. These beds may be over-
lain by small- to medium-scale eolian trough cross-bed sets, which are commonly 
disturbed by root growths and burrows of land-dwelling organisms. 

Shoreface deposits form in an environment that extends from mean low
tide level on the beach down to the lower limit of fair-weather wave base. Wave 
base is the depth below which normal waves do not react with the bottom. The 
depth of wave base on the shoreface is commonly on the order of 10-15 m, but this 
depth can be lowered significantly during storms. The shoreface can be divided 
into the upper, middle, and lower shorefaces, which correspond roughly to the 
surf, breaker, and outer shoaling zones. Each is distinguished by characteristic fa
cies (Fig. 9.24). 

Upper-shoreface (surf-zone) deposits form in an environment dominated by 
strong bidirectional translation waves and longshore currents. Deposits of this 
zone consist mainly of multidirectional trough cross-bed sets. Trace fossils such as 
Skolithos (Fig. 4.4.1, Box 4.1) are common but not abundant. Middle-shoreface (break
er-zone) deposits form under high-energy conditions owing to breaking waves and 
associated longshore and rip currents. Sediments are mainly fine- to mediwn
grained sand, with minor amounts of silt and shell material, that may display both 
landward- and seaward-dipping trough cross-beds as well as subhorizontal plane 
laminations. Trace fossils consisting of vertical burrows, such as Skolithos and 
Ophiomorpha (Fig. 4.4.1, Box 4.1) are common. Lower shoreface (outer shoaling 
zone) deposits form under relatively low-energy conditions and grade seaward 
into open-shelf deposf,ts. They are composed dominantly of fine to very fine sand 
but may contain th.n, intercalated layers of silt and mud. Sedimentary structures 
can include small-scale cross-stratification; planar, nearly horizontal laminated 
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shown in Fig. 9.21 ). [Sedimentary structures after Davidson-Arnott, R. G.  D., and 
B. Greenwood, 1 9 76, Facies relationships on a barred coast, Kouchibouguac Bay, New 
Brunswick, Canada, in R. A. Davis, Jr., and R. L. Ethington (eds.), Beach and nearshore sed
imentatioll: Soc. Econ. Paleontologists and Mineralogists Spec. Pub. 24, Fig. 4, p. 1 54, re
produced by permission of SEPM, Tulsa, Okla. ] 
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bedding; and hummocky cross-stratification (owing to storm events). Trace fossils 
such as Thalassinoides (Fig. 4.4.2, Box 4.1) may be common. 

Back-barrier sediments are deposited in several subenvironments in the 
back-barrier lagoon landward of barrier beaches. Wash over deposits occur where 
storm-driven waves cut through and overtop barriers, washing lobes of sandy 
beach sediment into the back-barrier lagoon (Fig. 9.23). Washover sediment con
sists dominantly of fine- to medium-grained sand that displays subhorizontal pla
nar laminations and small- to medium-scale landward-dipping foreset bedding. 
Where tidal channels cut through barriers into the inner lagoon, sediments are de
posited in a number of tide-related environments, including tidal channels, tidal 
deltas, and tidal flats (Fig. 9.23). Tidal-channel deposits consist dominantly of 
sand, and the deposits commonly have an erosional base marked by coarse lag 
sands and gravels. Sedimentary structures may include bidirectional large- to 
small-scale planar and trough cross-beds that may display a general fining-upward 
textural trend. Tidal-delta deposits form on both the lagoonal side of the barrier 
(flood-tidal delta) and the seaward side of the barrier (ebb-tidal delta). They are 
predominantly sandy deposits to tens of meters thick with a gross parabolic shape 
or geometry. They are characterized by a highly varied succession of planar and 
trough cross-bed sets that may dip in either a landward or a seaward direction. 
Tidal-flat deposits form along the margins of the mainland coast and the back of 
the barrier. They grade from fine- to medium-grained ripple-laminated sands in 
lower areas of the tidal flats through flaser- and lenticular-bedded fine sand and 
mud in midtidal flats to layered muds in higher parts of the flats. Lagoonal and 
marsh deposits accumulate in the low-energy back-barrier lagoon and grade lat
erally into higher energy, sandy deposits of tidal channels, deltas, and washover 
lobes. They consist largely of interbedded and interfingering fine sands, silts, 
muds, and peat deposits that may be characterized by disseminated plant re
mains, brackish-water invertebrate fossils such as oysters, and horizontal to sub
horizontal layering. 

Ancient Beach and Barrier-Island Sediments 

Shorelines may shift through time in response to factors such as change in sea 
level and sediment supply. Movement of the shoreline in a landward direction 
(e.g., during rising sea level) is called transgression; movement in a seaward di
rection (e.g., during falling sea level) is called regression. Transgression or regres
sion creates a vertical succession of facies (rock types), as sediments deposited in 
one environment are overlapped by those deposited in an adjacent environment. 
Vertical facies profiles developed during regression differ from those formed dur
ing transgression. Regression of a mainland beach environment (shoreline progra
dation) causes stacking of sediments deposited in the beach environment on top 
of more offshore deposits, generating a vertical profile such as that shown in 
Figure 9.25. Transgression produces essentially a reversed vertical profile, in 
which more offshore sediments are stacked on top of nearshore sediments. 

Because barrier-island settings include back-barrier environments as well as 
beach environments, the vertical profile developed in barrier complexes is more 
complex than that developed on mainland beaches. Transgression causes deposi
tion of barrier-beach deposits on top of back-barrier lagoonal and marsh deposits, 
as the shoreline moves in a landward direction. Regression leads to deposition of 
back-barrier lagoonal and marsh deposits over sandy deposits of the barrier 
beach-beach complex as the shoreline progrades. The generation of transgressive 
beach and barrier-island deposits has been suggested to occur by two different 
mechanisms: landward advance of the shoreline owing to shoreface erosion, as 
might take place during slow rise of sea level; and relatively sudden upward 
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Idealized succession o f  beach sediments o n  a low-energy, prograding, 
Holocene beach. [After Reineck, H. E., and I. B. Singh, 1 980, Deposi
tional sedimentary environments, 2nd ed., Fig. 534, p. 387, reprinted 
by permission of Springer-Verlag, Heidelberg.] 

"jumps" of the shoreline during rapidly rising sea level. These alternate mecha
nisms are illustrated in Figure 9.26. 

During shoreline retreat (transgression), beach and upper shoreface deposits 
are presumably eroded and transported to the lower shoreface, or offshore as 
storm beds, or to the lagoon as washover deposits (Fig. 9.26A). The surface gener
ated by marine reworking and erosion during transgression is  referred to as a 
ravinement surface. In-place drowning owing to inundation during a rapid rise 
in sea level could cause a barrier to be covered by water, resulting in the wave 
zone moving landward until a new sand barrier forms on the inner side of the la
goon (Fig. 9.26B). Barrier islands can prograde (regression), under conditions of 
high sediment supply relative to sea-level change, to produce regressive barrier
island facies. Under these conditions, barriers tend to be transformed into strand 
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A Transgression by shoreface retreat 

Flgure 9.26 
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Barrier-island facies generated by transgres
sion and regression. A. Transgression owing 
to shoreface retreat during gradual sea-level 
rise. B. Effects of rapid sea-level rise, produc
ing in-place drown ing (SL = sea level). 

B Transgression by in-place drowning 

New barrier )Rising C. Facies formed as a result of progradation 
under conditions of high sediment supply 
relative to sea-level change. [A and B after 
Rampino, M .  R., and ) .  E. Sanders, 1 980, 
Holocene transgression in south-central 
Long Island, New York: )our. Sed. Petrology, 
v. 50, Fig. 8, p. 1 075, reproduced by per
mission of SEPM, Tulsa, Okla.; El l iott, T., 
1 986, Sil iciclastic shorelines, in Reading, 
H. G. (ed.), Sedimentary environments and 
facies: Blackwell Scientific Publications, Fig. 
7.33,  p. 1 80. Part C after Gal loway, 
W. E., and D. K. Hobday, 1 983, Terrigenous 
clastic depositional systems: Springer
Verlag, New York, Fig. 6.1 0, p. 1 26.]  

sea level 

C Regression 

plains, producing dominantly sandy facies in which beach (backshore and fore
shore) deposits overlie foreshore deposits. Galveston Island, Texas (Fig. 9.26C), is 
an example of such a progradational deposit. A generalized succession of facies 
deposited in an ancient back-barrier environment is illustrated in Figure 9.27. The 
cyclic nature of this deposit suggests recurring episodes of transgression and re
gression. Such a succession might be confused with some deltaic successions, al
though the absence of delta-front muddy sands and prodelta clays and mud 
turbidites should help to distinguish i t  from deltaic deposits. 

Many ancient examples of beach and barrier deposits are known. For exam
ple, the Cretaceous Gallup Sandstone of northwestern New Mexico is reported to 
be a progradational (regressive) succession of barrier deposits (McCubbin, 1982), 
whereas, the Cretaceous Cliff House Sandstone in the San Juan Basin of north
western New Mexico has been interpreted as a transgressive barrier complex 
(Donselaar, 1 989; McCubbin, 1982). Other siliciclastic sedimentary successions 
identified as beach and barrier-island complexes are present in rocks of widely 
differing ages in North America. Such successions have been reported from sever
al Pennsylvanian formations in the Appalachian Basin of Kentucky, Virginia, West 
Virginia, and Tennessee; the Lower Cretaceous Muddy Sandstone of Wyoming 
and Montana; the Eocene Wilcox Group of east Texas; and the Quaternary of Cali
fornia (e.g., Davis, 1992). Several ancient carbonate deposits have also been inter
preted as beach complexes. The Lower Cretaceous Edwards Formation of west 
Texas, the Lower Cretaceous Cow Creek Formation of central Texas, the Mississip
pian Newman Formation in eastern Kentucky, and the Mississippian Mission 
Canyon Formation in the Williston Basin in the Montana area are examples of an
cient stratigraphic units that contain putative carbonate beach deposits. 
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Figure 9.27 
General ized succession of facies deposited 
in a back-barrier environment, Carbon ifer
ous of eastern Kentucky and southern 
West Virgi"ia. Such successions range from 
7.:5 to 24 m thick. [After Horne, J. C., j. C. 
Ferm, F. T. Caruccio, and B. P. Baga nz, 
1 9 78, Depositional models in coal explo
ration and mine planning in Ap palachian 
region: Am. Assoc. Petroleum Geologists 
Bull ., v. 62, Fig. 4, p. 2 385, reprinted by 
permission.] 

Relatively small, partly enclosed coastal embayments are loosely called coastal 
bays. Two broad types of coastal bays are recognized: estuaries and lagoons. 
Estuaries (term derived from the Latin word aestus, meaning tide, and from the ad
�tive aestuarium, meaning tidal) are considered in a general sense to be the lower 
courses of ri\lers open to the sea (e.g., Fig.ure 9.28}. Dalrymple, Zaitlin, and Boyd 
(1992) suggest that the concept of net landward movement of sediment derived 
from outside the estuary mouth is necessary to distinguish estuaries from deltas. 
Therefore, they define an estuary as "the seaward portion of a drowned valley 
system which receives sediment from both fluvial and marine sources and which 

Figure 9.28 
Wave-dominated estuary of the Klamath 
River, northern California coast. Note the 
large, northward-projecting (towa rd bottom 
of photograph) spit that partially blocks the 
mouth of the estuary. 
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Figure 9.29 

contains facies influenced by tide, wave and fluvial processes. The .estuary is con
sidered to extend from the landward limit of lida1 facies at its head to the seaward 
limit of coastal facies at its mouth." According to Dalrymple, Zaitlin., and Boyd, es
tuaries can form only in the presence of a re1ative sea-level rise {i.e., transgression). 
Progradation tends to fill and destroy estua ries, causing them to change into deltas. 

Physiographic, Hydrologic, and Sediment 
Characteristics of Estuaries 

Based on the physiographic characteristics of te1ative relief and degree of channel· 
mouth blocking, seven basic types of modem estuaries are recognized (Fig. 9.29; 
Fairbridge, 1980). Fjords are high-relief estuaries with a U-shaped valley profile 
formed by drowning of glaciaUy eroded valleys during Holocene sea-level rise. 
Fjards or firths are related to fjords but have lower relief. Estuaries developed in 
winding valleys vvith moderate rel ief are rias. Coastal-plain estuaries are low-relief 
estuaries, funnel-shaped in plan view, that are open to the sea. Low-relief estuar
ies that are L-shaped in plan view and that have lower courses parallel to the coast 
are bar-built estuaries. Similar estuaries that are seasonally blocked by longshore 
drift or dune migration are called blind estuaries. Bar-built estuaries and blind es
tuaries are very similar to lagoons and might be considered lagoons by some 
workers. Deltaic estuaries occur on delta fronts as ephemeral distributaries. 
Flask-shaped, high-relief rias backed by a low-relief plain created by tectonic ac
tiv,ity are called compound estuaries or tectonic estuaries. 

(1 b) Fjord ij 

(2) Ria (3) 

(4) Bar-built Estuary 

Principal types of estuaries based on physio
graphic characteristics. [From Fairbridge, R. 
W., The estuary: Its definition and geody
namic cycle, in Olausson, E., and I. Cato 
(eds.), 1 980, Chemistry and biochemistry of 
estuaries, Fig. 2, p. 9, John Wiley and Sons, 
New York, reprinted by permission.] 
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Perillo (1995a) proposes a slightly different classification scheme in which he 
divides estuaries into the following main types: (1) Estuaries of former river val
leys, a) Coastal plain, b) Rias; (2) Estuaries of former glacial valleys, a) Fjord, b) 
Fjard; (3) River-dominated estuaries, a) Tidal river, b) Delta front; and (4) Structural 
estuaries. The characteristics of many of these estuaries are described in detail in 
Perillo (1995b ). 

Dalrymple, Zaitlin, and Boyd (1992) present a model for estuaries, based on 
dominant hydrologic characteristics and the kinds of sediment and sediment bod
ies formed in the estuary. They suggest that estuaries can be classed as wave dom
inated, tide dominated, or mixed wave and tide dominated. 

Wave-Dominated Estuary 

ln a wave-dominated estuary, tidal influence is small, and the mouth of the estu
ary experiences high wave energy. Hydrologic conditions may range from partial
ly mixed to well stratified. Sediments tend to move alongshore and onshore into 
the mouth of the estuary, where a subaerial barrier /spit or submerged bar devel
ops. This barrier prevents most of the wave energy from entering the estuary; 
thus, only internally generated waves are present behind the barrier. Depending 
upon tidal range and current velocity, a small number of inlets may be kept open 
in this barrier. Alternatively, the barrier may close the estuary entirely at times to 
produce a blind estuary or coastal lake. The relative influence of marine and river 
processes and the kinds of sediment bodies formed in different parts of a wave
dominated estuary are illustrated in Figure 9.30. 
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components in plan view, 
o and (C) sedimentary facies in 

longitudinal section within 
an idealized wave-dominated 
estuary. The shape of the es
tuary is schematic. The barri
er/sand plug is shown as 
headland attached; however, 
on low-gradient coasts, it 
may be separated from the 
mainland by a lagoon. The 
section in Part C represents 
the onset of estuary filling 
following a period of trans
gression. [From Dalrymple, 
R.  W., B.  A. Zaitlin, and R. 
Boyd, 1 992, Estuarine facies 
models: Conceptual basis 
and stratigraphic implica
tions: Jour. Sed. Petrology, v. 
62, Fig. 4, p. 1 1 34, repro
duced by permission of 
SEPM (Society for Sedimen
tary Geology), Tulsa, Okla.] 
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Figure 9.31 
Distribution of (A) energy 
types, (B) morphological 
components in plan view, 
and (C) sedimentary facies in 
longitudinal section within 
an idealized tide-dominated 
estuary. UFR = upper-flow 
regime; M .H.T. = mean 
high tide. The section in 
Part C is taken along the 
axis of the channel and does 
not show the marginal 
mudflat and salt-marsh fa
cies; it i l lustrates the onset 
of progradation following 
transgression. [From Dal
rymple, R. W., B. A. Zaitlin, 
and R .  Boyd, 1992, Estuar
ine facies models: Concep
tual basis and stratigraphic 
implications: jour. Sed. 
Petrology, v. 62, Fig. 7, p. 
1 1 36, reproduced by per
mission of SEPM (Society for 
Sedimentary Geology), 
Tulsa, Okla.] 

Note that marine-derived sands are carried landward only a short distance 
beyond the barrier as washover deposits or flood-tidal delta sands. M uddy sedi
ments, supplied mainly by the river, accumulate in the central part of the estuary 
where total energy is lowest. Deposition of mud is enhanced by mixing of river 
and marine water, which causes flocculation of clay particles owing to positively 
charged ions in seawater that neutralize the negative charges on clay particles. 
Muddy sediment may include biogenic debris such as molluscan shells, wood 
fragments, and organically produced pellets. Horizontal and subhorizontal strati
fication and bioturbation traces are common structures. In the head of the estuary, 
coarse, river-derived sediments are deposited in channels; marsh deposits may 
form adjacent to the channels. Examples of modern wave-dominated estuaries in
clude San Antonio Bay, United States; the Miramichi River, Canada; and Hawks
bury Esh1ary, Australia. 

Tide-Dominated Eshwries 
Tide-dominated estuaries occur mainly on macrotidal coasts where tidal-current 
energy exceeds wave energy a t  the mouth of the estuary, creating energy condi
tions in the estuary higher than those typical of wave-dominated estuaries. Water 
in the estuary is commonly well mixed. Elongate sand bars develop parallel to the 
length of the eshwry from sand carried into the estuary from marine sources. 
These bars tend to dissipate tidal energy. On the other hand, constriction of in
coming tidal currents between the tidal bars causes an increase in their velocity for 
some distance up the estuary. Figure 9.31 shows the hydrologic conditions and 
sediment bodies developed in tide-dominated estuaries. 
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In addition to forming tidal bars in the mouth of the estuary, sand may be 
transported landward through the estuary in the tidal-fluvial channeL Bedforms 
ranging in size from ripples to large dunes develop on sandy sediment in the bars 
and tidal channels, and cross-bedding generated by migration of these bedforms 
can dip in either a landward or a seaward direction. Haser bedding may form dur
ing slack water owing to deposition of suspended mud over sand ripples. Muddy 
sediment is deposited also in lower energy parts of the estuary floor and in salt 
marshes adjacent to the channel along the edges of the estuary. Muddy sediments 
are characterized by nearly planar alternations of silt, clay, very fine sand, and car
bonaceous (plant) debris. Bioturbation by burrowing and feeding organisms may 
locally mix and homogenize these layers. Estuarine sediments typically contain a 
brackish-water fauna that may include oysters, mussels, other pelecypods, and 
gastropods. Examples of tide-dominated estuaries include Cook Inlet, Alaska; 
Ord River, Australia; Gironde Estuary, France; and the Severn River, United 
Kingdom. 

Mixed Wave- and Tide-Dominated 

Many estuaries have characteristics that are intermediate between wave-domi
nated and tide-dominated types. For example, as tidal energy increases relative 
to wave energy, the barrier system of wave-dominated estuaries becomes pro
gressively more dissected by tidal inlets and elongate sand bars develop in loca
tions previously occupied by barrier segments and the channel-margin linear 
bars of ebb-tidal deltas. Marine-derived sand is transported greater distances up 
the estuary, and the generally muddy central basin is replaced by sandy tidal 
channels flanked by marshes. Examples of mixed-energy estuaries include the St. 
Lawrence River, Canada; Willipa Bay, United States; and Oosterschelde Estuary, 
The Netherlands. 

Ancient Estuarine Facies 

Estuaries and lagoons are both ephemeral features. Because they tend to fill with 
sediments in geologically short periods of time, the preservation potential of estu
arine and lagoonal sediments is generally high. Nevertheless, relatively few estu
arine deposits have been reported from the geologic record, possibly because they 
have not been widely recognized and distinguished from associated fluvial, deltaic, 
lagoonal, or shallow marine deposits. 

Estuarine deposits tend to have restricted faunal assemblages that include 
brackish-water species and that may be characterized by trace fossil assemblages 
reflecting brackish to stressed conditions (Reinson, 1992); however, no unique 
physical criterion exists for these deposits. Depending upon location within an es
tuary, estuarine deposits may consist almost entirely of cross-bedded sands, lami
nated or bioturbated muds, or combinations of sand and mud. Gradation from 
fluvial channel sands at the base of a vertical section through mixed fluvial-marine 
muds in the middle of the section to marine (tidal) sands at the top suggests a 
transgressive estuarine deposit. The exact vertical succession of facies that devel
ops in estuaries depends, however, upon the kind of estuary (wave or tide domi
nated) and the location within the estuary. Facies dominated by cross-bedded, 
bioturbated sand are present near the mouths of estuaries and in fluvial-tidal 
channels, whereas laminated to well-bioturbated muds occupy the nonchannel 
middle and upper parts of the estuary. Many estuaries are subjected in time to 
transgression. Transgression brings about a landward shifting of environments, 
resulting in vertical stacking of estuary-mouth sands on top of middle-estuary 
muds and/ or fluvial-tidal channel sands. By contrast, regression causes filling 
and destruction of the estuary and seaward progradation, changing it into a delta. 
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Figure 9.32 
Model for a tide-dominated, 
transgressive estuarine
embayment depositional 
system based on the 
Woburn Sands (Lower Cre
taceous), southern England. 
(a) Idealized vertical section 
showing facies in the more 
seaward part of the estuary. 
(b) Block diagram showing 
sand body characteristics of 
the inner and outer estuarine 
embayments. {After johnson, 
H. D., and B. K. Levell, 1 995, 
Sedimentology of a trans
gressive, estuarine sand 
complex: The Lower Creta
ceous Woburn Sands (Lower 
Greensand), southern Eng
land, in Plint, A. G. (ed.), 
Sedimentary facies analysis: 
A tribute to the research and 
teaching of Harold G. Read
ing, International Association 
of Sedimentologists Spec. 
Publ. 22, Blackwell Science, 
Fig. 1 8, p. 4 1 ,  reproduced 
by permission.] 

b) 

a) 
Basic characteristics 

large�scale, complex 
cross�bedding; 
ebb-dominated 
paleocurrent directiors: 
mainly minor bioturbation 

Outer estuarine/ Sliver Sands and 
embayment Udal Red Sands 
shoals 

Moderately sorted sands Inner estuarine/ 
with clay layers; ebb- and Heterolithic Sands 

flood�directed paleocurrerts; 
embankment tidal Orange Sands 
channels and shoals 

moderate-strong bioturbatio'l 

Pre-transgressive deposits 

• • Lag gravels 

.__ SCoured surface 

ES;J Large-scale cross�beddi"'g 

�Trough cross-bedding 

Flaser bedding 

Weakly bioturbated 

+ Strongly bioturbated 

Figure 9.32 shows facies developed in a tide-dominated, transgressive estu
arine sand complex in Lower Cretaceous Woburn Sands of southrrn England 
Oohnson and Levell, 1995). Johnson and Levell suggest that The Orange and Het
erolithic Sands were deposited in ebb and flood tidal channels and intervening 
tidal shoals in an inner estuarine environment. The Silver and Red sands were de
posited in the higher energy outer reaches of an estuary where greater water 
depth allowed large-scale bedforms to build. Slowly deposited fossiliferous ma· 
rine beds of the Transition Series and Basal Gault were then laid down on top of 
the succession as transgression proceeded. 

9.5 LAGOONAL SYSTEMS 

A coastal lagoon is defined as a shallow stretch of seawater--such as a sound, 
channel, bay, or saltwater lake--near or communicating with the sea and partly or 
completely separated from it by a low, narrow elongate strip of land, such as a 
reef, barrier island, sandbank, or spit (Bates and Jackson, 1980), e.g., Figure 9.33. 
Most modern lagoons are formed behind spits or offshore barriers of some type 
and thus are elongated bodies lying parallel to the coast with a narrow connection 
to the open ocean. Lagoons also form behind barrier reefs and atolls. Lagoons 
commonly extend parallel to the coast, in contrast to estuaries, which are oriented 
approximately perpendicular to the coast. Many lagoons have no significant 
freshwater runoff; however, some coastal embayments that otherwise satisfy the 
general definition of lagoons do receive river discharge. Lagoons may occur in 
close association with river deltas, barrier islands, and tidal flats. 
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Cape Hatteras, South Carolina; a lagoonal system enclosed by a barrier-island chain. A, Di� 
agram matic sketch of the barrier chain and lagoon. B. Cape Hatteras as seen from Apoll'o 
9; Pamlico Sound is partly obscured by clouds. [A. From Barnes, R. S. K., 1 980, Coastal la
goons, Fig. 1 . 3, p. 5, Cambridge University Press, reprinted by permission; B. NASA pho
tograph, downloaded from the Internet 4/1 9/2004.] 

Many factors affect water flow, water mixing, and sediment transport in la
goons, such as tides, wind waves, freshwater runoff, episodic storms, density gra
dients, sea-level changes, and changes in climate and temperature. Even so, water 
circulation patterns in lagoons are much less affected by freshwater inflow than 
they are in estuaries, and many lagoons receive no freshwater discharge. Also, cir
culation with the open ocean is restricted by the barrier. Consequently, the princi
pal movement of water within lagoons is in the form of tidal currents (which move 
in and out through the narrow inlets between barriers) and wind-forced waves. 

On the basis of geomorphology and the nature of water exchange with the 
coastal ocean, Kjerfve and Magill (1989) identify three types of lagoons: choked, re
stricted, and leaky (Fig. 9.34). Choked lagoons occur along coasts with high wave en
ergy and signifkant alongshore drift (e.g., Coorong Lake, southern Australia). They 
are characterized by one or more long, narrow entrance channels; long residence 
times of water within the lagoon; and dominant water movement by wind forcing. 
Intense sellar radiation coupled with inflow events can cause intermittent vertical 
stratification. Restricted lagoons commonly exhibit two or more entrance channels 
or inlets, have a well-defined tidal circulation, are strongly influenced by winds, and 
are generally vertically mixed (e.g., Lake Pontchartrain, Louisiana) .  Leaky lagoons 
typically occur along coasts where tidal currents are a more important factor in sedi
ment transport than are wind waves (e.g., Belize Lagoon, Belize) . They may stretch 
along coasts fur more than 100 km but commonly are no more than a few kilometers 
wide. They are characterized by wide tidal passes, efficient water exchange with the 
ocean, strong tidal currents, and sharp salinity and turbidity fronts. 

Except within tidal channels that extend into the lagoon, lagoons are pre
dominantly areas of low water energy. Tidal deltas commonly develop at the ends 
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A Choked 

Figure 9.34 

8 Restricted C Leaky 

Principal kinds of coastal lagoons (choked, restricted, leaky) based on the deg ree of water 
exchange with the adjacent coastal ocean. [From Kjerfve, B., and K. E. Magil, 1 989, Geo
graphic and hydrodynamic characteristics of shal low coastal lagoons: Marine Geology, v. 
88, Fig. 2, p. 1 90, reproduced by permission.] 

of these tidal inlets, both within the lagoon and on the ocean sides, and sandy sed
iment may also be deposited within the higher energy tidal channels inside the la
goon. Otherwise, sedimentation within lagoons is dominated by deposition of silt 
and mud, although occasional high wave activity during storms can cause 
washover of sediment from the barrier. 

Salinity within lagoons can range from hypersaline to essentially that of 
fresh water, depending upon the hydrologic conditions and the climate. Lagoons 
formed in arid or semiarid coastal areas, where little freshwater influx occurs, are 
commonly hypersaline, with salinities well above that of normal seawater. ta
goons in more humid regions may be characterized by brackish water. Salinity 
within lagoons may vary in response to seasonal rainfall and evaporation rates. 
Also, salinity at a particular time may not be W1iform throughout a lagoon. La
goons receiving considerable freshwater inflow commonly display distinct, later
al salinity zones. 

The sediments deposited in lagoons can be derived from several sour�es, 
which can include (depending upon the nature of the lagoon) rivers, the ocean, 
shores, and barriers. Sediment can also be derived internally by organic pwduc
tion, chemical precipitation, and erosion of older deposits (Nichols and Boon, 
1994). The deposits of lagoons may differ from those of estuaries in several ways. 
First, because many lagoons do not receive freshwater discharge from rivers, most 
or all the sediment in such lagoons is from marine sources. Lagoons are typically 
low-energy environments, although tidal currents move into lagoons through in
lets between barriers, winds create some wave action along shorelines, storms 
provide occasional episodes of high-energy wa·ves that wash over barriers into the 
lagoon, and prevailing winds may more or less continuously blow small amounts 
of sediment from barriers into the lagoon. Because of the dominance of low-energy 
conditions in lagoons, lagoonal deposits consist mainly of fine-grained sediments. 
Sandy sediments are confined principally to tidal deltas constructed at the mouths 
of the tidal inlets, to some tidal channels that extend into the lagoon, to washover 
lobes behind barriers, and to some parts of the lagoonal shoreline (lagoon a) beach
es). Small amoW1ts of sandy sediment blown from barriers may also be scattered 
throughout the lagoon. Sandy sediment in tidal channels is characterized by cur
rent ripples and internal small-scale cross-bedding that may dip in either a land
ward or a seaward direction. Most of the lagoonal bottom is covered with silty or 
muddy sediments, commonly extensively bioturbated, that may contain thin in
tercalations of sand brought in by storms or blown in by wind. This sand is gener
ally horizontally lamina ted, but i t  may display ripple cross-laminations. The 
faunas that inhabit lagoons are highly variable depending upon the salinity �on
ditions of the lagoon, but they are generally characterized by low diversity. La
goons with normal salinity show faW1as similar to those of the open ocean, 
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whereas brackish-water faunas dominate lagoons in front of river mouths. Hyper-
saline lagoons commonly contain few organisms because few species are adapted 
to such high salin}ties. 

In areas where little siliciclastic sediment is available and climatic conditions 
are favorable, sedimentation in lagoons is dominated by chemical and biochemical 
deposition. Under very arid conditions, lagoonal sedimentation may be character
ized by deposition of evaporites, which are mainly gypsum but may include some 
halite and minor ddloruites (e.g., lagoons in the Persian Gulf). Under less hypersaline 
conditions, carbonate deposition prevails, particularly in lagoons developed behind 
barrier reefs (e.g., Australia}, Deposits in such lagoons may consist largely of carbon
ate muds and associated skeletal debris, although ooids may form in more agitated 
parts of the lagoon. Algal mats, commonly developed in the supratidal and shallow 
intertidal zone, may trap fine carbonate or siliciclastic mud to form stromatolites. 
Algal mats in the supratidaJ zone generally display mudcracks with curled margins. 

Ancient Lagoonal Deposits 

Lagoonal deposits may form in many settings, including parts of barrier-island 
c0mplexes. Criteria that t:aJII be used to distinguish ancient lagoonal deposits from 
estuarine and other deposits include evidence for restricted circulation such as the 
presen<;e of evaporites or anoxic facies (e.g., black shales), lack of strong tidal in
fluence, slow rates of terrigenous sediment influx and dominantly fine grained 
sediments, low fauna� diversity, and extensive bioturbation (Davis, 1983). The St. 
Mary River Formation of southern Alberta, Canada, contains back-barrier de
posits that illustrate some of the characteristics of lagoonal sediments (Fig. 9.35). 

Figure 9.35 
Composite stratigraphic sec
tion of Cretaceous formations 
in southern Alberta, Canada. 
Back-barrier lagoonal deposits 
of the St. Mary River Forma
tion overlie tidal-inlet and 
tidal-delta deposits of the 
Blood Reserve Formation. 
[From Reinson, G. E., 1 984, 
Barrier island and associated 
strand-plain systems, in Walker, 
R. G. (ed.), Facies models, 2nd 
ed.: Geoscience Canada 
Reprint Ser. 1 ,  Fig. 1 6, p. 1 28, 
reproduced by permission of 
Geological Association of 
Canada.] 
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Figure 9.36 

This lagoonal succession begins with a basal section of sandstones, siltstones, and 
coals that represent marsh-tidal-flat deposits (Young and Reinson, 1975). These 
deposits lie on the eroded surface of tidal-inlet deposits of ,the underlying Blood 
Reserve Formation. The basal coal-bearing beds are succeeded upward by gray 
shales containing oysters, which are brackish-water faunas, and disseminated car
bonaceous materials and imprints of plant remains. These depOsits are interpreted 
as subtidal lagoonal sediments. They are overlain by fine-grained, planar and 
cross-laminated sandstones, which are probably washover deposits from the bat·
rier beach. More subtidal shales lie above these washover sands, and the suc
cession is capped by sandstones and siltstones with coal lenses of probable 
marsh-tidal-flat origin. Overall, the Blood Reserve and St. Mary River formations 
appear to represent a progradational barrier-island complex, in which the lagoon
al deposits of the St. Mary River Formation form the topmost part of the regressive 
succession. 

9.6 TIDAL-FLAT SYSTEMS 

Introduction 

Tidal flats form primarily on mesotidal and macrotidal coasts (Fig. 9.36) where 
strong wave activity is absent. They develop either along open coasts of low relief 
and relatively low wave energy or behind barriers on high-energy coasts where 
protection is afforded from waves by barrier islands, spits, reefs, and other struc
tures. Thus, they occur within estuaries, bays, the backshores of barrier-island 
complexes, and deltas, as well as along open coasts. They are particulady com
mon in the modern ocean along the coasts of Europe, Africa, South Asia; North 
and East Asia, Australia, New Zealand, large Pacific islands, and western and 
eastern America (Eisma et a!., 1998). 

Tidal flats are marshy and muddy to sandy areas partially uncovered by the 
rise and fall of tides. They constitute almost featureless plains dissected by a net
work of tidal channels and creeks that are largely exposed during low tide (e.g., 
Fig. 9.37). As tide level rises, flood-tide waters move into the channels until at high 
tide the charu1els are overtopped and water spreads over and inundates the adja
cent shallow flats. Ebb tide again exposes the channels and intervening flats. In 
temperate regions, salt marshes commonly cover the upper parts of tidal flats, and 
muds and silts accumulate near high-water level. At the same time, mixed mud 

Global classification of coastlines by tidal 
range (microtidal 0-2 m; mesotidal 2-4 m; 
macrotidal >4 m). [From Klein, G .  deV., 
1 985, Intertidal flats and intertidal sand 
bodies, in Davis, R. A. Jr. (ed.), Coastal sedi
mentary environments, 2nd ed.:  Springer
Verlag, New York, Fig. 3.1 , p. 1 89, Redrawn 
from Davies, j. L., 1 964, Zeitschrift fUr Geo
morphologie, v. 8, Fig. 4, p. 1 36.] - Macrotidal � Mesotidal D Microtidal 
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Tidal flat in the Ashe Island area, about 70 km (45 mi) south of Charleston, South Carolina, exposed at 
low tide. Note tidal channels and areas covered by shallow water (dark patches) on the flats. National 
Oceanographic and Atmospheric Administration (NOAA) photograph. Downloaded from the Internet 
4/23/04. 

and sand are deposited in the middle tidal-flat region, and sands accumulate in 
channels and on the lower parts of the tidal flat. In arid to semiarid regions, tidal 
flats may become desiccated and marked by mudcracks and by gypsum and halite 
crystals that form in muds. The surface of tidal flats in subarctic regions may be 
marked by surficial scars, caused by ice floes and ice-pushed boulders, and ice-rafted 
pebbles and cobbles. Modern tidal flats are primarily sites of siliciclastic deposi
tion; however, carbonate sediments and, in a few areas, evaporites accumulate on 
some modern tidal flats such as those in the Bahamas, the Persian Gulf, Florida 
Bay, and the western coast of Australia (e.g., Hardie and Shinn, 1986). 

Much of what is known about ancient tidal-flat sediments comes from re
search on modern tidal flats. Modern tidal flats have been studied intensively in 
many parts of the world since the 1950s, particularly in Germany, the North Sea 
coastline of The Netherlands, England, the Bay of Fundy in Nova Scotia, the Yel
low Sea of Korea, and the Gulf of California. Eisma et al. (1998) describes and dis
cusses many of the major tidal flats of the world. Oil and gas deposits have been 
discovered in both siliciclastic and carbonate tidal facies, and uranium is present 
in some sandy tidal facies. Therefore, tidal deposits have economic significance as 
well as general scientific interest. 

Depositional Setting 

Although tidal currents may operate in the ocean to depths of 2000-2500 m, the 
tidal-flat environment is confined to the shallow margin of the ocean. The vertical 
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Figure 9.38 

d istance between the high- and low-tide l ine in most modern tidal environments 
commonly ranges from 1 and 4 m (mesotidal coasts), depending upon the locality, 
although tidal ranges of 1 0-15 m or more (macrotidal coasts) occur in some locali
ties, such as the Bay of Fundy. The total width of tidal flats may range from a few 
kilometers to as much as 25 km. Topographic relief within the tidal-flat environ
ment is generally rather small except for tidal channels, and slopes of the tidal flat 
are gentle although commonly irregular. 

The Hdal-flat environment is divided into three zones: subtidal, intertidal, 
and supratidal (Fig. 9.38). The subtidal zone encompasses the part ,of the tidal flat 
that normally lies below m10>an low tide [eve!. It is inundated with water most of 
the time and is normally subjected to the highest tida1-current velocities. Tidal in
fluence in this part of the environment is particularly important within tidal chan
nels, where bedload transport and deposition are predomu1ant, although this 
zone is also influenoed to some extent by wave processes. The intertidal zone lies 
between mean high and !'ow tide levels. It is subaerially exposed either once .or 

twice each day, dep�nding upon local wind and tide conditions, but it commonly 
does not support significant vegetation. Both bed!oad and suspension sedimen
tation take place in this zone. The S\lpratidal zone lies above normal high-Hde 
level but is incised by tidal channels and flooded by extJ·eme tides. This part of 
the tidal flat is exposed to subaerial t:'onditions most of the time but may be flood
ed by spring tides twice each month or by storm tides at irregular intervals. Sed
imentation is dominantly from suspension, On some tidal flats, the supratidal 
zone is a satt�marsh environment incised by tidal channels. In Mid or semiarid 
climates, it 'is commonly an environment of evaporite deposition and 'is often re
ferred to as a sabkha. 

Sedimentary Processes and Sediment 
Characteristics of Tidal-Flats 

Physical sedimentation on siliciclastic tidal flats takes place in response to both 
tidal processes and waves, producing sediments with characteristic grain-size and 
structural properties in different parts of the tidal flat (Fig. 9.39). Sedimentation in 
the channels of tidal flats is domina ted by tidal currents, but wind-driven waves 
and the currents generated by these waves also play an important role in deposi
tion on the flats between charmels (e.g., Ridderinkhof, 1998). Tidal currents move 
up the gentle slope of the tidal flat during flood tide and back down during ebb 

Schematic diagram showing 
the relationship of subtidal, in
tertidal, and supratidal zones 
in the tidal-flat environment. 
Note that mud is the domi
nant deposit in the upper part 
of the intertidal zone, mixed 
mud and sand predominate in 
the lower intertidal zone, and 
sand is deposited in the subti
dal zone and in tidal channels. 
Muddy marsh deposits char
acterize the supratidal zone. 
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Schematic diagram of a typical siliciclastic tidal flat. The tidal flat fines toward the high-tide level, 
passing gradationally from sandflats, though mixed flats, to mudflats and salt marshes. An example 
of the upward-fining succession produced by tidal-flat progradation is shown in the upper-left cor
ner. [From Dalrymple, R. W., 1 992, Tidal depositional systems, in Walker, R. G., and N. P. james 
(eds.), Facies models: Geol. Assoc. Canada, Fig. 1 2, p. 201 , reproduced by permission.] 

tide. The tidal velocities achieved during reversing tides are commonly asymmet
rical, and the velocities of flood tides may differ significantly from those of ebb 
tides. Within the charu1els, tida• currents can reach velocities of 1.5 m/s or more, 
and vefocities on the flats range from 30 to 50 cm/ s  (Reineck and Singh, 1980). 
These velocities are adequate to cause transport of sandy sediment and produce 
ripple and dune beet forms, cross�bedding, and plane bedding. Thus, sand deposi
tion dominates in the shallow subtidal zone as well as in the lower intertidal zone 
and the channels. 

Channel sands are characterized by ripples and internal cross-bedding that 
may display bimodal directions of foreset dip, generated by reversing tides. The 
sands thus display herringbone cross-stratification; that is, cross-laminated sedi
ment deposited dming flood tide dip in the opposite direction to those formed al
most immediately afterward during ebb tide (see Fig. 9.40). Reversing tides 
during an asymmetric tidal cyde can also cause erosion of ripple crests during the 
next tidal cycle, producing reacti'<'ation surfaces (Fig. 9.41). 

As water fills tidal channels during rising tide, it spills out from the channels 
and spreads at relatively low velocities across the intervening flats between chan
nels. Both fine sand and mud can be deposited on these low-energy, flat areas. 
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Figure 9.40 
Progradational succession of tidal-flat deposits based on Middle 
Mem ber, Wood Canyon Formation (late Precambrian), Nevada. 
Suspension sediment transport was dominant in the upper tidal 
flat, alternating bedload and suspension transport occurred in lhe 
middle tidal flat, and bedload transport was dominant in the lower 
tidal flat. [After Klein, G. deV., 1 9 77, Clastic tidal facies, Fig. 76, p. 
85, reproduced by permission of IHRDC Publications, Boston.] 
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figure 9.41 
Schematic representation of reactivation sur
face developed owing to alternation of a 
dominant tidal phase (constructional event) 
with a subordinate phase (destructional 
event). [After Klein, G. deV., 1 9 70, Deposi
tional and dispersal dynamics of intertidal 
sand bars: Jour. Sed. Petrology, v. 40, Fig. 
28, p. 1 1 1 8, reproduced by permission of 
SEPM (Society for Sedimentary Geology), 
Tulsa, Okla.] 
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Some tidal flats are dominated by mud whereas others are dominated by sand. 
Sandy and muddy sediment deposited on the flats between channels is character-
ized by small-scale ripple cross-lamination, flaser bedding, wavy bedding, lentic-
ular bedding, and, more rarely finely laminated bedding (Fig. 9.39). 

The supratidal zone is only slightly affected by tidal currents and only mar
ginally affected by waves. The supratidal zone is the zone of lowest energy on the 
tidal flat. The deposits of this zone are mainly mud but may include abundant 
plant debris in supratidal marshes, which may eventually form peat. Desiccated, 
cracked muds are characteristic features of the supratidal zone. 

Although most tidal flats are sites of siliciclastic deposition, some tidal flats 
are dominated by deposition of carbonate sediments. Thus, deposition on these 
tidal flats is characterized by chemical and biological processes as well as physical 
processes. Lime muds and sand-size skeletal fragments generated within the sub
tidal zone may be transported into the intertidal and supratidal zones by waves 
and currents. In arid and semiarid climates, gypsum, anhydrite, and dolomite 
may be chemically precipitated in the supratidal and upper intertidal zones owing 
to strong evaporation. Organisms such as pelecypods, crustaceans, polychaete 
worms, foraminifers, diatoms, and blue-green algae (cyanobacteria) inhabit tidal 
flats and produce fecal pellets, cause extensive bioturbation of sediment, and gen
erate burrows belonging to the Skolithos ichnofacies (Chapter 4). In the supratidal 
and intertidal zones blue-green algae are particularly important agents that trap 
and bind fine sediment to produce stromatolites. 

Transgression and regression cause deposits of laterally adjacent tidal-flat 
environments to become superimposed, generating characteristic successions of 
vertical facies. Progradation produces a generalized fining-upward succession 
that begins with subtidal and lower intertidal cross-bedded sands, followed up
ward by mixed sand and mud in the middle intertidal zone and mud and peat in 
the upper intertidal and supratidal zones. A typical vertical regressive (prograda
tional) succession developed on a siliciclastic tidal flat is illustrated schematically in 
Figure 9.40; see also Figure 9.39. Transgression presumably generates a coarsening
upward succession that displays the same general facies but in reverse order; 
however, transgression may rework and destroy intertidal deposits. Similar pat
terns of subtidal, intertidal, and supratidal carbonate facies could be expected to 
develop on coasts characterized by carbonate tidal flats (e.g., Hardie and Shinn, 
1986). On a local scale, lateral channel migration may also produce small-scale 
coarsening-upward vertical successions. 

Ancient Tidai�Aat Sediments 

Tidal-flat deposits have several distinctive characteristics that help to differentiate 
them from sediments of most other environments; however, their overall character
istics are similar to those of estuarine deposits. The most important criteria for 
recognition of ancient tidal flat deposits are commonly regarded to include the fol
lowing: (1) bimodal direction of current-formed cross-bedding resulting from revers
ing tidal currents, (2) the occurrence of sediments that reflect repeated, small-scale 
alternations in sediment transport conditions (tidal rhythmites or tidalites; e.g., 
Klein, 1998) and the joint occurrence of large-scale (channel) and small-scale (sandflat 
and mudflat) structural units in superposition or juxtaposition, (3) abundant reacti
vation surfaces and flaser bedding, and (4) a high frequency of erosional contacts 
and abrupt facies changes. Other supporting criteria include the typical vertical suc
cession of facies discussed above, the high degree of bioturbation of many tidal-flat 
sediments, the presence of mudcracked stromatolites, and other evidence of subaer
ial exposure such as raindrop imprints, hail marks, and animal or bird tracks. 

Deposits influenced by tidal action occur in several of the environmental set
tings already discussed (e.g., delta, barrier-island systems, estuaries, lagoons) and 
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Figure 9.42 
Representative lithostratigraphic column of the 
upper member of the Baraichari Shale Formation 
(late Miocene-Pliocene), Bengal Basin, Bangladesh, 
interpreted as a cyclic succession of progradational 
tidal-flat deposits. [After Alam, M.  M ., 1 995, Tide
dominated sedimentation in the u pper Tertiary suc
cession of the Sitapahar anticline, Bangladesh, in 
Flemming, B. W., and A. Bartholoma (eds.), Tidal 
signatures in modern and ancient sediments, Inter
national Association of Sedimentologists Spec. Pub. 
24, Blackwell Science, Oxford, Fig .  4, p. 332, repro
duced by permission.] 

t 

i 

r 
t 

r 

Explanation 

• 
• 
� 

Shale 

Shale with sandstone/ 
siltstone streaks 

Lenticular bedding 

��� Wavy-bedded sandstone 

� � Flaser-bedded sandstone 

� Ripple-laminated sandstone 

t 
Fining-upward 
cycle formed by 
progradation of 
upper intertidal muds 
over lower intertidal 
sands 

also form on shallow, tide-dominated shelves (to be discussed). Numerous exam
ples of such tidal deposits have been reported from stratigraphic units of virtually 
all ages from Precambrian to Holocene. Fewer examples of ancient tidal deposits 
formed specifically in tidal-fl1at environments have been reported but such de
posits are certainly known, for instance, those described in Alexander, Davis, and 
Henry (1998). 

Alam (1995) describes a stratigraphic succession in the upper member of the 
Baraichari Shale Formation (Late Miocene-Pliocene) from the Bengal Basin, 
Bangladesh, that is characterized by many of the classic features of tidal-flat de
posits (Figure 9.42). This cyclic succession contains repeated fining-upward units 
of fine-grained sandstone overlain by gray shale that commonly contains thin lay
ers and streaks of sandstone or siltstone. Wavy bedding, flaser bedding, and rip
ple lamination characterize many of the sandstone beds. The sandstone units are 
interpreted as lower intertidal deposits and the shales as upper intertidal deposits. 
Stacking of sand and mud units took place during repeated cycles of progradation 
(regression), as upper intertidal deposits advanced over lower intertidal deposits. 
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10.1 I NTRODUCTION 

T
he marine environment is that part of the ocean lying seaward of the zone 
dominated by shoreline processes. Water depth in the marine realm ranges 
from a few meters to more than 10,000 m. The salinity of seawater in the 

open ocean averages about 35 %o, although higher or lower salinities can occur lo
cally in restricted bodies of the ocean. Marine life forms are characterized by gen
erally high diversity and large populations, and most are low-tolerance organisms 
adapted to conditions of normal salinity. The energy of the bottom water lying 
immediately above the ocean floor is  generally low, except on the shallow conti
nental shelf, which is affected by a variety of tidal processes and wind- and storm
wave activity, and on some parts of the deeper ocean floor that are swept by 
bottom currents. 

The major subdivisions of the oceanic realm are the continental margin and 
the ocean basin. These regions in tum can be further subdivided as shown in 
Figure 10.1 .  The continental shelf extends seaward from the shoreline at a gentle 
slope of about 1 o to a point where a perceptible increase in rate of slope, the shelf 
break, takes place. The shelf break occurs in the modern ocean at an average dis
tance from shore of about 75 km, although the distance ranges from a few tens of 
meters to more than 1000 km. Average water depth at the shelf break is about 130 m. 
The continental slope descends from the shelf break to the deep seafloor with a 
typical slope of about 4 °. On passive, or divergent, continental margins, the foot of 
the continental slope merges with the continental rise, which is a gently sloping 
surface created by coalescing submarine fans at the base of the slope. The conti
nental rise passes gradually into the floor of the ocean basin. Parts of the deep 
ocean floor consist of nearly flat areas called abyssal plains, which are covered by 
sediment. Other parts of the ocean floor are characterized by volcanic hills that 
rise above the seafloor to elevations ranging from a few hundred meters to more 
than 1000 m. The central part of the major ocean basins is  occupied by a gigantic 
mid-ocean ridge that may protrude more than 2.5 km above the seafloor. On active, 
or convergent, margins, the continental slope may descend into a deep-sea trench, 
and the continental rise is absent. On the basis of water depth, we divide the ocean 
into two major zones: the neritic zone and the oceanic zone. The shallow neritic 
zone extends from the shoreline to the shelf break. The oceanic zone extends from 
shelf break to shelf break and encompasses the deeper part of the ocean. 
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In this chapter, we consider marine environments characterized by transport 
and deposition of siliciclastic sediment. Carbonate marine environments are dis
cussed in Chapter 11 .  

10.2 THE SHEL F ENVIRONMENT 
The neritic zone encompasses the shallow-water areas of the ocean lying shore
ward of the shelf break. Although the shelf break on modern shelves lies at an av
erage depth of about 130 m, as indicated, it may be located on some shelves at 
depths as shallow as 1 8 m or as deep as 915 m (Bouma et a!., 1982). In the modern 
ocean, the shallow-marine environment occupies mainly the continental shelf 
area around the margin of the continents, forming what is referred to as a 
pericontinental, or marginal, sea (Heckel, 1972). At various times in the geologic 
past, broad, shallow epicontinental, or epeiric, seas occupied extensive areas 
within the continents (Fig. 10.2), somewhat like the present-day Hudson Bay area 
of the North American Arctic region. The following discussion of the neritic envi
ronment is focused primarily on the continental shelf environment because we 
can draw on the modern continental shelf environment as a model. Readers 
should keep in mind, however, that many of the shallow-marine deposits pre
served in the geologic record may have been deposited in broad epicontinental 
seas, for which we may have no truly representative modern analogs, although 
some modern continental shelves are very wide (e.g., continental shelves of the 

Figure 10.1 
Schematic cross-sectional 
profile of the marine envi
ronment. Not to scale. 

Figure 10.2 
Schematic diagram i l lustrat
ing the d ifference between 
pericontinental (continental 
shelf) and epicontinental 
shal low-marine environ
ments. [After Heckel, P. H ., 
1 9 72, Recongintion of an
cient shallow marine envi
ronments, in Rigby, J. K., 
and W. K. Hamblin (eds.), 
Recognition of ancient sedi
mentary environments: 
SEPM (Society for Sedimen
tary Geology) Spec. Pub. 
1 6, Fig. 1 ,  p. 227, reprinted 
by permission.] 
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Figure 10.3 
Subdivisions of the conti
nental shelf. [Modified from 
Galloway, W. E., and D. K. 
Hobday, 1 983, Terrigenous 
clastic depositional systems, 
Fig. 7. 1 ,  p. 1 44, reprinted 
by permission of Springer
Verlag, Heidelberg.] 

North Sea, Yellow Sea, and Timor-Arafura Sea). We may assume that similar sedi
mentological processes operated on continental shelves and in epicontinental sea
ways, but, in fact, differences exist between these two environments. For example, 
epicontinental seas received sediments from nearly all sides, whereas continental 
shelves receive sediments from only one side. Furthermore, the wave and current 
regimes in epicontinental seas may have been different from those on shelves. In 
addition, modern continental shelves may not provide a good analog for ancient 
marginal seas because rapid rise of sea level following the final episode of Pleis
tocene glaciation has stranded coarse sediment in deeper parts of the shelves, cre
ating conditions of sediment-water disequilibrium. Thus, sediment grain size on 
some parts of modern shelves is not consistent with present water depth, energy 
conditions, and sedimentation processes on the shelves. 

Both siliciclastic and carbonate sediments can accumulate in the marine
shelf environment, although most modern continental shelves are covered by 
siliciclastic sediments. Carbonate sediments (Chapter 11 )  are restricted to a few 
shelves, mainly (but not exclusively) in tropical areas. 

Physiography and Depositional Setting 

The siliciclastic shelf environment is bounded by various coastal environments on 
the landward side and by the continental slope on the seaward side. It can be di
vided into the shallow inner shelf, which is dominated by tidal, wind-driven, 
and storm-wave processes; the middle shelf; and the deeper-water outer shelf 
(Fig. 10.3). Wright (1995) suggests that the inner shelf extends offshore to depths 
of about 30 m; however, the boundaries between the inner, middle, and outer 
shelves are not well defined and their positions fluctuate with changing sea level. 
In fact, during greatly lowered sea level, the normal inner and middle shelves are 
subaerially exposed, and the outer shelf may be exposed or covered only by very 
shallow water. 

The width of shelves varies according to their plate-tectonic settings (Shep
ard, 1 973; Eisma, 1988). Shelves along the fore-arc region of convergent continen
tal margins tend to be very narrow. By contrast, broad shelves and platforms occur 
in the back-arc basins of convergent margins, on divergent or trailing-edge conti
nental margins, and on cratonic downwarps that open to the sea. Because conti
nental margins may evolve from diverse structural origins, the barrier forming the 
shelf break, which marks the transition from shallow shelf to steep slope, may also 
have diverse origins as shown in Figure 10.4. It may have formed initially as a 
basement ridge, fold belt, fault block, reef, volcanic ridge, or a diapir (a salt or 
mud intrusion). With time, sediments fill the depression behind the shelf-margin 

. .  · . . 
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barrier and may drape over the shelf break onto the slope. During this process, 
shelf sediments build or aggrade upward to wave base, the depth below which 
wave-generated processes have little effect on sediment movement. Once wave 
base is reached by an aggrading prism of sediment, the shelf achieves a state of 
near equilibrium (Swift and Thorne, 1991)  by which little further deposition oc
curs unless additional subsidence takes place or sea level rises (see also Wright, 
1995, Chapter 2). That is, under equilibrium conditions, the sediment simply 
moves across the shelf (bypassing) on its way toward the slope. The mechanisms 
responsible for movement of sediment across the shelf are considered in the next 
section. Although shelves are fundamentally low-relief platforms, the shelf sur
face can vary considerably. It may be relatively smooth or covered by a variety of 
small- to large-scale bedforms. It may also contain banks, islands, or shoals near 
its offshore edge (Bouma et a!., 1982). 

Shelf Sediment 'Transport and Deposition 

Waves are constantly moving from deeper water in the open ocean across the shelf 
to the shore zone; there, they eventually break and become translated into wave 
swash and longshore currents. Given that the direction of wave movement across 
the shelf is dominantly shoreward, how is it that sediment can apparently move 
across the shelf in a seaward direction? Johnson (1919) suggested the idea of a 
"graded shelf," which he believed to display progressive decrease in grain size 
from coarse at the shoreline to very fine at the shelf edge, in response to presumed 
decrease in water energy seaward. The graded-shelf concept for modern shelves 
eventually fell into disfavor when it became obvious with additional study in the 
1930s-1960s that the grain-size distribution on many modem shelves is patchy or 
irregular. The concept of relict shelf sediments was introduced to explain such ir
regular distribution patterns as the presence of coarse sands and gravels in deep 
water. Relict sediments are deposits that are apparently not in equilibrium with pre
sent hydrodynamic conditions. They were deposited on the shelf by fluvial or glacial 
processes during low stands of sea level. Relict sediments were initially believed to 
remain on the shelf floor without significant reworking as they were inundated by 
rising sea level (Shepard, 1932; Emery, 1968). It was subsequently recognized, how
ever, that some so-called relict sediments had likely been reworked to some extent 

Figure 10.4 
Various kinds of structural 
barriers that form the sea
ward margins of continental 
shelves. [After Hedberg, H. 
D., 1 970, Continental mar
gins from viewpoint of the 
petroleum geologist: Ameri
can Association Petroleum 
Geologists Bull., v. 54, Fig. 
1 8, p. 22, reproduced by 
permission.] 
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Figure 10.5 
Schematic representation of 
the major physical processes 
that operate on the shelf to 
transport sediment. Based on 
Nittrouer and Wright, 1 994; 
Swift et al., 1 986; Swift and 
Thorne, 1 99 1 ;  and Vincent, 
1 986. 

during sea-level rise. This reworking caused the sediments to be brought into par
tial or complete equilibrium with present shelf processes and conditions. Such re
worked sediment, having partly relict and partly modem characteristics, was 
called palimpsest (Swift, Stanley, and Curray, 1971) .  

Studies of shelf sedimentation since the 1960s suggest that purely relict sedi
ments may be less common than originally thought and that Johnson's concept of 
a graded or equilibrium shelf may still have merit (e.g., Johnson and Baldwin, 
1996). Also, many ancient shelves may not have been affected by drastically low
ered sea levels. Therefore, it becomes necessary to consider what mechanisms 
exist on the shelf that allow seaward transport of sediment across shelves during 
high stands of sea level, as at the present time. We know that modem shelves are 
affected by waves and storms, tidal currents, major surface ocean currents that in
trude onto the edges of some shelves, and possibly density currents (e.g., Swift, 
Stanley; and Curray, 1 971). We commonly divide shelves into two main types: 
wave- and storm-dominated, also referred to as weather-dominated, and tide
dominated, although most shelves are actually influenced by a mixture of processes. 
Approximately 80 percent of modem shelves are wave- and storm-dominated and 
17 percent are tide-dominated (Swift, Hans, and Vincent, 1986). About 3 percent of 
shelves are dominated by intruding ocean currents; density currents play only a 
minor role in shelf transport. 

Wave- and Storm-Dominated Shelves 

A complex spectrum of transport processes operate on wave- and storm-dominated 
shelves, including fair-weather waves and swells, storm waves, wind-driven sur
face currents, river-generated plumes, and density currents. These processes are 
summarized graphically in Figure 10.5. During fair weather, waves generated locally 
by wind move across the shelf from deeper water onto the shallow-water inner 
shelf. As briefly described under beach processes in Chapter 9, these waves have an 

oscillatory motion that causes water to move in nearly circular orbits. As a wave 
passes, water moves forward in the crest of the wave, then downward, and finally 
backward under the trough and upward. Thus, individual water particles do not 
move forward with the passing wave but simply trace an orbital path (Fig. 10.6a). 

Fair-Weather Waves 

Orbital motion of water generated by passage of these orbital waves dies out 
downward at a depth equal to about one-half of the wave length (distance between 
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Behavior of oscillatory waves in  shoaling water. (a) Flatten
ing of orbits as waves enter water shal lower than about 
one-half wave length. (b) Time-velocity record of bottom 
flow during passage of a shoaling wave. The landward 
stroke as the crest passes has higher velocity and moves 
more sediment than does the return stroke associated with 
the passage of the trough. [After Swift, D. J .  P., and J. A. 
Thorne, 1 991,  Sedimentation on continental margins, 1: a 
general model for shelf sedimentation, in Swift, D. J. P., G. 
F. Oertel, R. W. Tillman, and J .  A. Thorne (eds.), Shelf sand 
and sandstone bodies: Geometry, facies, and sequence 
stratigraphy: International Association of Sedimentologists 
Spec. Publ. 14, Blackwell, Oxford, Fig. 5, p. 1 2, repro
duced by permission.] 

wave crests). This depth is referred to as the wave base (Fig. 9.21). Fair-weather wave 
base is commonly on the order of 10-15 m. Because orbital motion in deep water is 
unimpeded by the bottom, orbits are nearly circular. As a wave moves into shallow 
water, where depth is less than one-half the wave length, the bottom begins to inter
fere with orbital motion and thus begins to affect the shape of the orbits. By the time 
that waves reach very shallow water, where depth is Jess than about 1/20 the wave 
length, the motion of the particles is strongly affected by interaction with the bottom, 
and the orbits become much more elliptical (Fig. 10.6a). They become progressively 
flatter downward below the surface until near bottom they are essentially linear, gen
erating a to-and-fro oscillating motion as waves pass. This motion produces bidirec
tional flow of water along the seafloor as each wave passes over the surface. The 
velocity of this bottom flow is referred to as the orbital velocity because it varies di
rectly as a function of the magnitude of the orbital diameter and indirectly as a func
tion of the wave period (the time required for passage of one wave length). 

Orbital velocity is commonly greater in one direction than the other. This dif
ference in velocity becomes important when the stronger velocity flow exceeds the 
threshold of movement for grains, resulting in net transport of grains in one direc
tion (Fig. 10.6b). Because the fair-weather wave base is shallow, movement of sed
iment b y  fair-weather waves takes place mainly on the innermost shelf and is 
dominantly in an onshore direction. The eventual breaking of waves in very shal
low water generates currents (wave swash), which also move in an onshore direc
tion, as well as longshore currents directed laterally along shore (Chapter 9). This 
overall shoreward movement of water in the nearshore zone above the fair-weather 
wave base creates a "littoral energy fence" (Swift and Thorne, 1991) that tends to 
trap sediment in the nearshore zone. For sediment to move from land onto the 
shelf, it must escape through the littoral energy fence by a mechanism such as 
river-mouth bypassing that occurs as a flood-stage jet of sediment-laden water 
from a river mouth (Fig. 10.5) or rip currents (Fig. 9.22). 

Swells, Storm Waves, and Wind-Forced Currents 

Swells are low-relief, long-period, long-wave-length waves generated by storms 
that may originate far out to sea. When swells move onto the shelf they tend to 
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"stir" the bottom to greater depths than do fair-weather waves. Storms (seasonal 
storms, typhoons, hurricanes) that move across a shelf have an even greater effect 
on shelf transport and deposition. First, highly energetic storm waves in the shore 
zone, perhaps accompanied by elevated tides, vigorously erode the beachface and 
upper shoreface. During such strong storms, beach sediment is flushed seaward, 
probably mainly by a combination of storm-enhanced rip currents and down
welling currents that evolve from wind-driven or wind-forced currents. 

Wind-forced currents are unidirectional currents generated by wind shear 
stress as wind blows across the water surface, gradually putting into motion deep
er and deeper layers of water (Ekman transport). Deeper layers of water are de
flected by the Coriolis force, so that their direction of movement diverges from 
that of surface layers. The Coriolis force is generated by Earth's rotation, causing 
moving objects to be deflected to the right in the Northern Hemisphere and to the 
left in the Southern Hemisphere. If the velocity and duration of wind are great 
enough, water movement may extend to the seabed with enough velocity to trans
port sediments. Strong winds commonly create wind-forced currents that flow 
parallel to shore and therefore do not provide much offshore sediment transport. 
If, however, currents moving along the shoreline are deflected landward owing to 
the Coriolis force, an onshore pile-up of water takes place (e.g., the Oregon Coast 
during winter). Piling up of water onshore creates an elevation of the water sur
face-a coastal setup (Fig. 10.5)-of perhaps a meter or two. This setup can ap
parently be enhanced by very low atmospheric pressure. The different water 
levels at the coast and offshore result in a hydrostatic pressure difference on the 
ocean floor that drives a bottom flow seaward (downwelling) . As the bottom 
water flows seaward, it is deflected laterally to form a geostrophic current. This 
current initially moves obliquely offshore but subsequently veers around, owing 
to the Corio lis force, to assume a direction roughly parallel to the bathymetric con
tours or isobaths, that is, roughly parallel to the shoreline. 

These geostrophic flows can achieve velocities at water depths of 10-20 m of 
as much as 60 cm/s (Walker and Plint, 1992). Flows of this magnitude may not be 
capable of transporting much sandy sediment unless they are accompanied by 
strong wave-driven oscillatory motion at the bed. Oscillatory wave motion can 
provide the shear stress needed to lift grains off the bottom, and those grains are 
then transported by the geostrophic currents (Snedden, Nummedal, and Amos, 
1988). Unidirectional and oscillatory currents operating together are called com
bined flows. Tropical storms and hurricanes accompanied by strong winds that 
blow directly onshore can generate higher coastal setups than those generated by 
seasonal storms, and thus create much stronger seaward-flowing currents. Cur
rent-flow velocities of as much as 2 m/s have been reported on shelves during 
some tropical storms (Morton, 1988), and currents reaching velocities of 2 m/s 
have also been recorded flowing down submarine canyons (Hubbard, 1992). Sed
iment moves obliquely offshore, and some sand moves from the beach shoreface 
into offshore settings. Note again, however, that such transport by geostrophic 
currents tends to be mostly parallel to isobaths and not directly seaward. There
fore, sediment may not be transported by such currents to any great distance out
ward onto the shelf. 

Storm waves also affect sediment movement in deeper water on the middle 
and outer shelf. Because of their longer wave length and period, storm waves 
moving across a shelf may be able to rake the seafloor to depths of as much as 200 
m (Komar et al., 1 972). The orbital velocities generated by these storm waves may 
be nearly equal so that no net seaward transport of sediment occurs; however, the 
waves resuspend bottom mud and tend to spread or dissipate it around the 
seafloor. On the other hand, net sediment transport in either a seaward or land
ward direction can occur. 
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Sediment d ischarged at river mouths into the ocean may be carried onto the shelf 
either as buoyant plumes or underflows (bottom plumes), as suggested in Figure 
10.5. Buoyant (hypopycnal) plumes commonly develop where low-salinity water 
issuing from rivers and estuaries flows out on top of higher-salinity seawater. 
These plumes generally do not reach farther than the inner or middle shelf before 
being carried parallel to the coast owing to the Coriolis force (e.g., Nittrouer and 
Wright, 1994). There the suspended fine sediment (coarser sediment drops out 
near the river mouth) gradually settles to the shelf floor. 

Underflows (hyperpycnal flows) are generated where the mouths of rivers 
carry unusually high suspended-sediment loads, causing the inflowing river 
water to be more dense than the ocean water. These flows are, in fact, the steady
flow turbidity currents discussed in Chapter 2. Many of these underflows may be 
checked rather quickly, resulting in most of the sediment being deposited near the 
river mouth. Some may be carried greater distances onto the inner shelf, however, 
and apparently need not be confined by submarine canyons (Seymour, 1990). 

Nepheloid Flow 

A nepheloid layer is a turbid body of suspended sediment that may reach heights 
of several hundred meters above the seafloor. These layers were first surveyed 
and named by Ewing and Thorndike (1965), who discovered them by using an op
tical nephelometer to measure light scattering at various levels in the water col
umn. A nepheloid layer is more dense than the surrounding ambient water but 
not dense enough to sink rapidly. Thus, sediment may remain suspended in such 
layers for a long period of time. Most of the material of nepheloid layers consists 
of very fine clay particles. Some of this material may have reached the nepheloid 
layer directly by settling through the water column from buoyant plumes. Most of 
it is probably fine sediment resuspended from the ocean floor owing to erosion of 
the seabed by storm waves (Fig. 10.5), or possibly swell conditions, or it is fine ma
terial injected into the water column by turbidity currents or other mechanisms. 
Owing to its low settling velocity, fine sediment may remain in suspension in the 
nepheloid layer for periods ranging from days to weeks in the lowest 15 m of the 
water column and from weeks to months in the lowest 1 00 m (Kennett, 1982). 
The turbid nepheloid layer is slowly advected (flows laterally) seaward as a kind 
of density flow. Sedimentation and resuspension would likely occur many times 
before fine sediment could be moved completely across a shelf by this process. 

Sediment Characteristics of Stonn-Dominated Shelves 

As mentioned, storm-dominated shelves predominate on most of the world's coasts. 
They are characterized by low tidal current velocities (commonly <25 cm/s), and 
fair-weather wave base is normally shallow (�10 m). Because of these characteris
tics, little coarse sediment moves on these shelves except during intense storms. 
Examples of modern storm-dominated shelves include the Atlantic shelf off the 
eastern coast of the United States, the Pacific shelf off Oregon and Washington, 
and the Bering Sea. 

Sedimentation patterns on storm-dominated shelves may be quite complex, 
depending in part upon the extent to which the shelves are mantled by relict sedi
ments or modern sediments. Shelves with abundant relict sediment, such as the 
Atlantic, are characterized particularly by sand bodies. The most controversial 
sand bodies, with respect to their origin, are shelf sand ridges. Modern shelf sand 
ridges are elongate, coastal- to shelf-sand bodies that are larger than subaqueous 
dunes (Chapter 4), with lengths on the order of 10 km and heights that are more 
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Figure 10.7 
Schematic comparison of 
idealized coarse-grained 
storm beds and fine-grained 
hummocky cross-stratified 
beds on storm-dominated 
shelves. The lengths of the 
current vectors are propor
tional to the strength of the 
current i n  a given direction 
rather than duration. [From 
Cheel, R. ]., and D. A. Leck
ie, 1 992, Coarse-grained 
storm beds of the Upper 
Cretaceous Chungo Mem
ber (Wapiabi Formation), 
southern Alberta, Canada: 
)our. Sed. Petrology, v. 62, 
Fig. 1 4, p. 943, reproduced 
by permission of Society of 
Economic Paleontologists 
and Mineralogists, Tulsa, 
Okla.] 

than 20 percent of the water depth (Snedden and Dalrymple, 1999). These ridges 
are also present on tide-dominated shelves and share many similarities. Snedden 
and Dalrymple suggest that shelf sand ridges pass through three stages of devel
opment: an initial irregularity (the ridge nucleus) forms by coastal or shelf 
processes; storm- or tide-driven nearshore/shelf currents interact with this irregu
larity, causing upward growth and down-current migration of the incipient ridge; 
and the ridge evolves as a result of continued current action. Shelf sand ridges are 
most likely to form during transgressions. Thus, most shelf sand ridges probably 
overlie transgressive ravinement (erosion) surfaces. 

Shelves with a greater component of modern vs. relict sediments, such as the 
Pacific shelf off Oregon and Washington, are typically characterized by less relief 
and a greater proportion of finer grained sediments (muds) than are Atlantic-type 
shelves. Although sediment on these shelves may display a general trend of sea
ward fining, relict sands or gravels show through extensive "windows" in a dis
continuous blanket of muddy modern sediment. Also, mixing of relict sands and 
modern muds may take place in some areas. Muds are typically thoroughly bio
turbated. 

Coarse-grained "storm layers" and hummocky cross-stratification are sedi
mentary structures that appear to be especially characteristic of storm-dominated 
shelf sediments. "Storm layers" are commonly thin layers consisting of concentra
tions of coarser grains interlayered or embedded in finer grained muds (Fig. 1 0.7). 
The coarser material typically consists of coarse silt, fine sand, shell fragments or, 
less commonly, gravel. The layers characteristically show vertical size grading. 
The exact origin of these layers is controversial; however, Cheel and Leckie (1992) 
suggest that they form by a two-stage process: transport from a beach by offshore
directed, storm-generated combined (geostrophic) flows, followed by reworking 
and selective sorting of bed material by asymmetrical oscillatory currents generated 
by shoaling swell waves propagating onshore (Fig. 10.7). Storm layers, also called 
tempestites, are described in considerable detail by Aigner (1985). They are best 
developed on the inner shelf, but they have been found as far as 40 km from the 
coast (Reineck and Singh, 1980). 
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Hummocky cross-stratification has been identified in few, if any, modem 
shelf sediments, but it has been described in numerous ancient shelf sediments 
ranging in age from Precambrian to Pleistocene. It is thought to be particularly 
characteristic of shelf sediments, although it has been described also in shoreface 
(beach) and some lake sediments. As discussed in Chapter 4, it consists of curving, 
gently dipping laminae, both convex-up (hummocks) and concave-up (swales), 
that intersect at a low angle (Fig. 10.7). It is commonly interbedded with biotur
bated mudstones. Most workers appear to agree that hummocky cross-stratification 
forms as a result of storm waves acting in some manner below fair-weather wave 
base; however, the exact mechanism of formation remains controversial (see re
view in Duke, Amott, and Cheel, 1991) .  

Tide-Dominated Shelves 

Tidal Processes 

As discussed in Chapter 9, tidal processes can affect sedimentation on tidal flats, 
in estuaries, and on deltas. They also strongly influence sedimentation on some 
continental shelves. Vertical rise and fall of tides is accompanied by horizontal 
movements of water (Howarth, 1 982; The Open University Team, 1989) that we 
refer to as tidal currents. The currents generated on the shelf by tides are bidirec
tional but asymmetrical with respect to velocity. That is, flood-tide and ebb-tide 
velocities are commonly different. Asymmetrical currents may result in net sedi
ment transport in the direction of the stronger current. If both current phases are 
able to transport sand, herringbone cross-stratification and reactivation surfaces 
may form (see tidal flat systems, Chapter 9). Also, tidal rise and fall in some envi
ronments can produce couplets of sand-mud laminae, with mud deposited on top 
of sand during a standstilL Stacking of these couplets produces tidal successions 
referred to as tidal rythmites or tidalites (e.g., Dalrymple, Makino, and Zaitlin, 
1991; Smith et al., 1991;  Alexander, Davis, and Henry, 1998). Such beds may show 

Box 10.1 Tides 

Tides are generated by the gravitational attraction of the moon and sun for 
Earth in conjunction with the rotation of Earth. Tidal influence is manifested at 
any given coastal locality by daily rise and fall of the sea over an average range 
of about 1-4 m on open coasts, but tidal range may exceed 15 m in some en
closed basins (e.g., the Bay of Fundy, Nova Scotia). Some localities (e.g., the At
lantic coast of the United States} experience semidiumal tides, characterized 
by two highs (of approximately equal height) and two lows (of approximately 
equal height) each day. Others, owing to configuration of the generation basin 
and complexities of the shoreline (e.g., parts of the Gulf of Mexico coast), have 
diurnal tides, distinguished by one high and one low each day. Still others 
(e.g., the United States, Pacific coast) have mixed tides-two highs (of unequal 
height) and two lows (of unequal height) each day. Alignment of the sun and 
moon (new or full moon) gives rise to spring tides that are about 20 percent 
higher than normal. When the sun and moon are at right angles in relation to 
the Earth, neap tides that are about 20 percent lower than normal result. Tidal 
currents on continental shelves are propagated as a large wave or tidal bulge 
generated in deep ocean basins (Fox, 1983). In major ocean basins, this tidal 
bulge rotates around a central point of no tidal movement called an 
amphidromic point. The tidal wave follows an elliptical path that is  almost cir
cular in the open ocean. In more restricted areas, the ellipse is strongly elongat
ed, forming a narrow, rectilinear pattern. 
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cyclic changes in thickness that may represent neap-tide and spring-tide varia
tions in tidal current velocity. 

Tidal-current velocity decreases with water depth; thus, tidal-current trans
port is most important in shallow water. Tidal-current velocities ranging up to 
about 2 m/ s have been measured in some enclosed basins-the Bay of Fundy, for 
example. Tidal currents on some shelves, such as those around the British Isles, 
have velocities that may exceed 1 .5 m / s; however, tidal velocities on most shelves 
are less than about 1 m /s. Even so, close to the seabed many tidal currents are 
strong enough to rework and transport significant quantities of sand and possibly 
gravel. On the other hand, tidal-current velocities on some shelves are so low that 
they are below the threshold velocities required for sediment entrainment and 
transport. Much of the movement of sediment by tidal currents occurs when tidal 
currents are aided by wave action. The orbital motion of waves may be sufficient 
to lift grains off the seafloor, which are then transported some distance by currents 
too weak to move the grains unaided (Komar, 1976; The Open University Team, 
1989). An outstanding example of a modem shelf dominated by strong tidal cur
rents is under the North Sea, which lies between the United Kingdom and the 
coasts of Denmark and Norway. 

Sediments ofTide-Dominated Shelves 

As discussed, tide-dominated shelves are distinguished by the presence of tidal 
currents with velocities ranging from about 50 to more than 1 50 cm/s. Modern ex
amples include the North Sea; the Korea Bay of the Yellow Sea; the Gulf of Cam
bay, India; the shelf around the British Isles; Georges Bank in the outer part of the 
Gulf of Maine; and the northern Australia shelf. Tide-dominated shelves are char
acterized particularly by sand bodies of various types and dimensions. Large sand 
waves (dunes) a few meters to more than 20 m high with wave lengths of tens to 
hundreds of meters typically occur in fields that may cover areas of 15,000 km2 or 
more. Sand waves may have symmetrical cross-sectional shapes if produced by 
tidal currents with equal ebb and flood peak speeds; however, asymmetrical 
shapes caused by unequal ebb and flood velocities are more common (Belderson, 
Johnson, and Kenvon, 1982). Tidal sand ridges similar to the shelf sand ridges pre
sent on wave- and storm-dominated shelves are also common. For example, such 
ridges, covering areas up to 5000 km2, have been reported from the North Sea 
shelf (e.g., Swift, 1975). In addition to sand waves and shelf sand ridges, tide
dominated shelves also include sand sheets, sand patches, and gravel sheets, all 
characterized by small-scale bedforms, and patches of bioturbated muds in areas 
sheltered from tidal currents and waves (Stride et a!., 1982). 

Because most of the shelf is constantly covered by water, the characteristics 
of sand waves, sand ridges, and other bedforms on modern shelves must be stud
ied largely by indirect methods. Small-scale bedforms can be observed and pho
tographed by divers or by remote-controlled cameras. Larger bedforms are 
investigated by sonar bottom-profiling and side-scan sonar techniques (e.g., 
Belderson, Johnson, and Kenyon, 1982). Small-scale, internal sedimentary struc
tures can be studied in cores of bottom sediment, and sub-bottom seismic profil
ing methods, described in Chapter 13, may be used to study some large-scale 
features such as bedding. None of these methods allows detailed examination of 
modern shelf structures. The idealized distribution of bedforms along the sedi
ment transport path on tide-dominated shelves is illustrated in Figure 10.8. At 
high tidal velocities of about 150 cm/s, the seafloor may be eroded, leaving fur
rows and gravel waves. With progressively diminishing velocity farther down the 
transport path, eroded sediments are deposited to form flow-parallel sand rib
bons, large dunes, small dunes, a rippled sand sheet, and finally sand patches. 
Sand ridges may form in the dune belt if enough sand is present. 
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Figure 10.8 
Idealized sequence of bedforms devel
oped along a sediment transport path 
on a tide-dominated shelf. Maximum 
spring-tide current velocities associated 
with each bedform type are shown 
along the edges of the diagram. Sand 
ridges may form i n  the dune belt if suffi
cient sand is present. [After Belderson, R. 
H., M. A. johnson, and N. H. Kenyon, 
1 982, Bedforms, in Stride, A. H. (ed.), 
Offshore tidal sands: Chapman and Hall, 
London, Fig. 3 . 1, p. 28. Reproduced by 
permission.] 

Most tidal shelf sands are characterized by cross-bedding. Small-scale cross
bedding and ripple cross-lamination, produced by migration of ripples and small 
dunes, and large-scale cross-bedding generated by migration of dunes and sand 
ridges are both common. Foreset dip directions of cross-lamination may be bi
directional or unidirectional depending upon tidal influence. Plane beds also devel
op under some upper-flow-regime flow conditions. Physical structures thus tend 
to dominate tidal shelf sands, which typically display fewer bioturbation struc
tures than do muddy shelf sediments (deposited under other conditions), which 
are commonly highly bioturbated with few physical structures except possibly 
planar lamination. 

Shelves Affected by Intruding Ocean Currents 

Major surface ocean currents flow through the world oceans like gigantic rivers, 
driven by the prevailing wind system around Earth (e.g., Open University Course 
Team, 1989). These prevailing winds, in conjunction with the configuration of the 
continents and the Coriolis force arising from Earth's rotation, drive the ocean cur
rents into gigantic circulating cells, or gyres, that rotate clockwise in the Northern 
Hemisphere (North Pacific and North Atlantic) and counterclockwise in the 
Southern HemLsphere (South Pacific, South Atlantic, Indian Ocean). The Gulf 
Stream System off the southeast and east coast of the United States, the Kuroshio 
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Figure 10.9 

Current off the Asian coast, and the Agulhas Current off the southeast tip of Africa 
are examples of some prominent ocean currents. 

These semipermanent ocean currents intrude onto some shelves with suffi
cient bottom velocity to transport sandy sediment. About 3 percent of modem 
shelves are dominated by these ocean currents, which operate most effectively on 
the outer shelf. Modern examples of such shelves include the northwestern Gulf 
of Mexico, which is affected by the Gulf Stream System; shelves swept by the 
Panama and North Equatorial Current off the northeast coast of South America; 
the Taiwan Strait between Taiwan and mainland China, which is intruded by a 
branch of the Kuroshio Current flowing north from the Philippines; and the outer 
shelf of southern Africa, which is crossed by the southward-flowing Agulhas Cur
rent of the western Indian Ocean. These currents commonly contribute little if any 
new sediment to the shelf, but they are capable of transporting significant vol
umes of fine sediment along the shelf. Some achieve bottom velocities great 
enough to transport sandy sediment and create sand waves and other bedforms, 
for example the Kuroshio Current (Boggs, Wang, and Lewis, 1979) and the Agul
has Current (Fleming, 1980). 

Sediment on such shelves raked by intruding ocean currents is largely relict, 
but it is commonly reworked by intruding currents to form sand waves (dunes), 
sand ribbons, and coarse sand and gravel lag deposits. The best-documented ex
ample of this type is the southeastern shelf of South Africa, which is intruded by 
the Agulhas Current of the Indian Ocean (Fleming, 1980). Sand waves up to 1 7 m  
high with wave lengths u p  t o  700 m occur in sand-wave fields a s  much a s  10 km 
wide and 20 km long (Fig. 10.9). The Taiwan Strait between Taiwan and China is 
another broad shelf invaded by ocean currents that create extensive sand-wave 
fields (Boggs, 1974). 

Shelf Transport by Density Currents 

Density currents are created by density differences within water masses. The 
buoyant plumes and underflows described above and illustrated in Figure 10.5, as 
well as nepheloid flows, are all density currents driven by density differences aris
ing from suspended sediment. In arid climates, excessive nearshore evaporation 
may generate dense brines that flow seaward along the bottom as an underflow. 
Such underflows could conceivably occur also on shelves where cold surface wa
ters sink and flow seaward. Density currents generated as a result of variations in 

A 

Sediment transport by the Agulhas Current off 
the southeastern tip of Africa. Sand in  the current
controlled central shelf (B) migrates under the 
influence of the Agulhas Current; sand-wave 
fields are up to 20 km long and 1 0 km wide, and 
individual sand waves are up to 1 7 m high. Black 
streaks indicate sand ribbons. The stippled pat
tern indicates coarse lag deposits i n  the sand-de
pleted outer shelf (C). The nearshore sediment 
wedge (A) is dominated by wave processes. 
[From Fleming, B. W., 1 980, Sand transport and 
bedforms on the continental shelf between Dur
ban and Port Elizabeth (southeast Africa conti
nental margin): Sed. Geology, v. 26, Fig. 1 5, p. 
1 94, reproduced by permission of Elsevier Sci
ence Publishers, Amsterdam.] 
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temperature or salinity are not significant agents of shelf transport, and no mod-
ern shelf is dominated by such processes. 

Effects of Sea-Level Change on Shelf li"ansport 

Because geographic environments shift rapidly and change their form during sea
level fluctuations, sea-level changes constitute an important, and sensitive, depo
sitional variable on shelves. They can affect both erosional and depositional 
processes and thus the kinds of sediments deposited on shelves. Among other 
things, sea-level changes are an important factor in establishing the stratigraphic 
architecture of shelf sediments, a topic that we explore in Chapter 13. See also 
Walker and James (1992) and Reading and Levell (1996). 

Biological Activities on Shelves 

Modern continental shelves are among the environments most densely populated 
by organisms, and the geologic record suggests that ancient epeiric seas were also 
inhabited by large populations of organisms. The shelf floor is habitat for highly 
diverse invertebrate organisms such as molluscs, echinoderms, corals, sponges, 
worms, and arthropods. Both infauna and vagrant and sessile epifauna are repre
sented. Organisms are most abundant in lower-energy areas of the shelf, and the 
greatest populations occur on the inner shelf just below the wave base. 

Organisms on siliciclastic-dominated shelves are particularly important as 
agents of bioturbation. Both type and abundance of bioturbation structures vary 
with sediment type and water depth. As discussed in Chapter 4, many burrows in 
the nearshore high-energy zone are escape structures that tend to be predominantly 
vertical. The burrow style changes to oblique or horizontal feeding structures with 
deepening of water across the shelf. In general, muddy sediments of the shelf are 
more highly bioturbated than are sandy sediments, and physical sedimentary struc
tures in these sediments may be almost completely obliterated by bioturbation. By 
contrast, only a few species of organisms can survive in the very high energy 
nearshore shelf and beach zone. Therefore, sandy sediments of the beach-shelf 
transition zone are dominated by physical structures such as cross-bedding rather 
than bioturbation structures. Nonetheless, some bioturbation structures may be 
present if they escape destruction by reworking. Sandy layers deposited in deeper 
water on the shelf may be bioturbated to some degree in their upper part. In addi
tion to their importance as bioturbation agents, some organisms produce fecal pel
lets from muddy sediment; these pellets may become hardened and coherent 
enough to behave as sand grains. Organisms with shells or other fossilizable hard 
parts also leave remains that may be preserved to become part of the sediment 
record. 

Ancient Siliciclastic Shelf Sediments 

Although recognition of ancient shelf sediments is aided by study of modern con
tinental shelves, modern shelves are not necessarily good analogs of ancient 
shelves. For example, the prevalence of relict sediments on modern shelves may 
be atypical. Conversely, some structures believed to be diagnostic of ancient shelf 
sediments, notably storm-generated hummocky cross-stratification, have appar
ently not been recognized in modern shelf environments. In general, ancient shelf 
sediments appear to be distinguished by the following: (1)  tabular shape, (2) ex
tensive lateral dimensions (thousands of square kilometers) and great thickness 
(hundreds of meters), (3) moderate compositional maturity of sands with quartz 
dominating feldspars and rock fragments, (4) generally well-developed, even, lat
erally extensive bedding, (5) storm beds in some shelf deposits, (6) wide diversity 
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Figure 10.10 
Idealized diagrams il lustrat
ing typical fining-upward 
transgressive shelf succes
sions on (A) a tide-dominat
ed shelf and (B) a 
storm-dominated shelf, and 
a coarsening-upward re
gressive shelf succession (C) 
on a storm-dominated shelf. 
[After Galloway, W. E., and 
D. K. Hobday, 1 983, Ter
rigenous clastic depositional 
systems. Fig. 7.1 4, p. 1 59, 
Fig. 7.1 5, p. 1 60, Fig. 7 . 1 7, 
p. 1 62, reprinted by permis
sion of Springer-Verlag, Hei
delberg.] 

and abundance of normal marine fossil organisms, and (7) diagnostic associations 
of trace fossils. 

More specific characteristics are related to deposition under tide-dominated 
or storm-dominated conditions. The deposits of ancient tide-dominated shelves 
are characterized particularly by cross-bedded sandstone. Paleocurrents are main
ly unimodal, apparently because of ancient regional net-sediment-transport paths, 
although bipolar cross-stratification is present locally (Dalrymple, 1992). Reactiva
tion surfaces are abundant. Ancient storm-dominated shelf deposits likely contain 
a greater proportion of mud than do tide-dominated deposits, and hummocky 
cross-stratification and storm layers are common (but not in modern deposits!). 

Several kinds of vertical successions may thus be generated in shelf sedi
ments, depending upon whether deposition takes place during transgression or 
regression and depending upon the dominant type of shelf processes operating 
during deposition. It is difficult to generalize about these successions except to say 
that transgression tends to produce fining-upward successions that may begin 
with coarse lag deposits, and regression produces coarsening-upward succes
sions. Some idealized vertical shelf successions produced under different postu
lated sedimentation conditions are illustrated in Figure 10.10. These successions 
should be considered only as working models. Actual transgressive and regres
sive successions may differ markedly in detail from these idealized profiles. 

Ancient shelf deposits are known from stratigraphic units of all ages and all 
continents. They are probably the most extensively preserved rocks in the geolog
ic record. Readers interested in pursuing case histories of specific shelf deposits 
can consult the extensive list of pertinent references provided by Leeder (1999, p. 
463); these references include some of the best accounts of ancient shelf deposits 
on the basis of study of Cretaceous sediments deposited in the Western Interior 
Seaway of North America. Additional accounts of these deposits, derived from 
study of magnificent exposures stretching from Colorado to Alberta, can be found 
in Bergman and Snedden (1999). 

One example of shelf deposits from the Western Interior Seaway is shown in 
Figure 10.11 . Banerjee (1991) describes Cretaceous sandstones of southern Alberta, 
Canada, which he interprets as tidal sand sheet facies. One of these is the (lower
most) Sunkay Member of the Lower Cretaceous Alberta Group. This sandstone 
unit, approximately 10 m thick, rests with a sharp erosional base on nonmarine 
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Figure 10.11 
Vertical succession of sandy 
tidal shelf deposits in the 
Sun kay Sandstone Member of 
the Lower Cretaceous Alberta 
Group, southern Alberta, 
Canada. Symbols in the grain
size scale are gvl = gravel, 
cs = coarse sand, 
ms = medium sand, 
fs = fine sand, and m = mud 
(silt-clay). [After Banerjee, 1., 
1 991 , Tidal sand sheets of the 
late Albian Joli Fou-Kiowa-Skull 
Creek marine transgression, 
Western Interior Seaway of 
North America in Smith, R. G., 
et al. (eds.), Clastic tidal sedi
mentology: Canadian Soc. Pe
troleum Geologists Mem. 1 6, 
Fig . 9, p. 334.] 

shales of the Beaver Mines Formation and is overlain by black marine shales. The 
Sunkay Member consists mainly of sandstone, with a thin lag gravel deposit at 
the base and a few thin interbedded conglomerate layers, interpreted as storm 
layers. The succession as a whole fines upward. The basal sandstone units are 
cross-bedded; the uppermost ones are characterized by flaser and wavy bedding. 
Foraminifers and dinoflagellates are present in some layers. Bioturbation is not 
common. 

Banerjee interprets these sandstones as tidal sand sheets. 11dal interpretation 
is based in part on the presence of the following: cross-stratification (>20° dip and 
sets 30--40 em thick), with thin shale drapes adhering to foreset surfaces, in the 
lower part of the section; and flaser, wavy, and lenticular bedding in the upper 
part. Transgression deepened the water at this site, causing black marine shales to 
be deposited on top of the tidal sandstones. 

10.3 THE OCEANIC (DEEP-WATER) ENVI RONMENT 

Introduction 
In the discussion of depositional environments to this point, I have focused on the 
continental, marginal-marine, and shallow-marine environments because much of 
the preserved sedimentary record was deposited in these environments. In terms 
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of size of the environmental setting, however, these nonmarine and shallow-water 
marine environments actually cover a much smaller area of Earth's surface than 
do deep-water environments. By far, the largest portion of Earth's surface lies 
seaward of the continental shelf in water deeper than about 200 m. Approximately 
65 percent of Earth's surface is occupied by the continental slope, the continental 
rise, deep-sea trenches, and the deep ocean floor. Even so, most textbooks that dis
cuss sedimentary environments typically give only modest coverage to oceanic 
environments. This bias probably exists because, as a whole, deep-water sedi
ments are much more poorly represented in the exposed rock record than are shal
low-water sediments. Deep-water deposits are less abundant than shallow-water 
deposits in the exposed rock record because sedimentation rates overall are slow
er in deeper water; thus, the sediment record is thinner. [An exception is the sub
marine fan environment near the base of the slope where sedimentation rates 
from turbidity currents can exceed 1 0  m/1000 yr and turbidite sediments can 
achieve thicknesses of thousands of meters (e.g., Bouma, Normark, and Barnes, 
1985)]. Also, part of the sediment record of the deep seafloor may have been de
stroyed by subduction in trenches, and those deep-water sediments that have es
caped subduction have required extensive faulting and uplift to bring them above 
sea level where they can be viewed. Deepwater sediments other than turbidites 
have not been studied as thoroughly as shallow-water sediments-perhaps in 
part because deep-water sediments have less economic potential for petroleum. 
Owing to the advent of seafloor spreading and global plate tectonics concepts, 
however, the deep seafloor has taken on enormous significance for geologists. 
Consequently, intensive research has been focused on the continental margins and 
deep seafloor since the early 1 960s. Also, the continuing need to add to our fossil 
fuel reserves is pushing petroleum exploration into deeper and deeper water, and 
the possibility of mining manganese nodules and metalliferous muds from the 
seafloor is also causing increased economic interest in the deep ocean. 

Deep-sea research has been particularly stimulated by the Deep Sea Drilling 
Program (DSDP), which began in 1968 and shifted to the Ocean Drilling Program 
(ODP) in 1 984. Since initiation of these programs, several hundred holes have been 
drilled by DSDP and ODP teams throughout the ocean basins of the world to an 
average depth below seafloor of about 300 m ( �1000 ft) and to maximum depths 
exceeding 1000 m. In addition to deep coring by DSDP and ODP, many thousands 
of shallow piston cores have been collected from the seafloor throughout the ocean 
by marine geologists from major oceanographic institutions of the world. Also, 
hundreds of thousands of kilometers of seismic profiling lines (Chapter 13) have 
been run in crisscross patterns across the ooean floor in an attempt to unravel the 
sub-bottom structure of the ocean. Although much of this research has been aimed 
at understanding the larger scale feahtres of the ocean basins that illuminate the 
origin and evolutionary history of the ocean basins along plate tectonics concepts, 
many data on sedimentary facies and sedimentary environments have also been 
collected. Much additional new information on ocean circulation and sediment 
transport systems has also been generated by oceanographers who study ocean
bottom currents and bottom-water masses. Thus, a significant increase in under
standing of the ocean basins and the deep ocean floor has come about since the 
1 950s. We shall concentrate discussion here on the fundamental processes of sedi
ment transport and deposition on continental slopes and the deep ocean floor and 
the principal types of facies developed in these environments. 

Depositional Setting 

Continental Slope 

The continental slope extends from the shelf break, which occurs at an average 
depth of about 130 m in the modern ocean, to the deep seafloor (Fig. 10.12). The 
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lower boundary is typically located at water depths ranging from about 1500 to 
4000 m, but locally in deep trenches it may extend to depths exceeding 10,000 m. 
Continental slopes are comparatively narrow {10-100 km wide), and they dip sea
ward much more steeply than does the shelf. The average inclination of modem 
continental slopes is about 4°, although slopes may range from less than 2° off 
major deltas to more than 45° off some coral islands. 

The origin and internal structure of continental slopes are not of primary 
concern here; however, a brief description of differences in the characteristics of 
continental slopes on passive {Atlantic-type) and active (Pacific-type) continental 
margins is pertinent to succeeding discussion. As shown in Figure 10.4, various 
kinds of barriers form the boundary between the continental shelf and the conti
nental slope. The principal kinds of passive continental margins can include mar
gins where siliciclastic sediments drape over basement ridges, folds, or faults (Fig. 
10.4 A, B, C); margins with a carbonate bank or platform (Fig. 10.40}, and margins 
dominated by salt tectonics (flowage of salt to produce salt domes and diapirs; 
Fig. 10.4F). More than one of these passive-margin types may be present within a 
given geographic area. Active continental margins may be characterized by the 
presence of a fore-arc region only or by both fore-arc and back-arc regions, as, for 
example, the Japan margin (Fig. 10.13). Sedimentation can take place in both back
arc and fore-arc basins, on back-arc and fore-arc slopes, and in the fore-arc trench. 

Continental slopes may have a smooth, slightly convex surface morphology, 
such as that found on passive siliciclastic margins ( e.g., Fig. 10.4A) or they may be 
irregular on a small to very large scale. Active-margin slopes tend to be particular
ly irregular. For example, the Pacific slope off Japan, which descends to a depth of 
about 7000 m into the Japan Trench, is characterized by structural terraces and 
basins together with anticlinal welts and fault-bounded ridges arranged in an ech
elon pattern roughly parallel to the Japan coast (Boggs, 1984). These ridges and 
folds form prominent structural "dams" behind which sediments are ponded. In 
general, structural barriers on highly irregular slopes can inhibit movement of 
bottom sediment across the slope and create catchment basins for sediment. 

Figure 10.12 
Principal elements of the 
continental margin. [After 
Drake, C. L., and C. A. Burk, 
1 974, Geological signifi
cance of continental mar
gins, in Burk, C. A., and C. 
L. Drake (eds.), The geology 
of continental margins, Fig. 
9, p. 8, reprinted by permis
sion of Springer-Verlag, Hei
delberg.] 

Figure 10.13 

JAPAN BASIN 
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YAMATO 
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• HONSHU 
(Japan) 

Subduction Complex __ ......_ 
Trench 

Schematic representation of an ac
tive continental margin (Japan), 
showing both the fore-arc and 
back-arc characteristics of the mar
gin. [From Boggs, S., Jr., 1 984, 
Quaternary sedimentation in the 
Japan arc-trench system: Geol. Soc. 
America Bull . ,  v. 95, Fig. 2, p. 670.] 
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Modem continental slopes are gashed to various degrees by submarine 
canyons oriented approximately normal to the shelf break (see Fig. 10.16, 10.19), 
which provide accessways for turbidity currents moving across the slope. Most sub
marine canyons have their heads near the slope break and do not cross the shelf; 
however, a few major canyons on modem shelves extend onto the shelf and head up 
very close to shore. Some large canyons also extend seaward beyond the base of the 
slope to form deep-sea channels that may meander over the nearly flat ocean floor 
for hundreds of kilometers. The Toyama Deep Sea Channel in the Japan Sea, for ex
ample, winds its way across the seafloor from the mouth of the Toyama Trough for 
approximately 500 km before emptying onto the Japan Sea abyssal plain. 

The origin of submarine canyons has been debated since the early part of the 
twentieth century (Pickering, Hiscott, and Hein, 1989, p. 134-136). Although 
downcutting by rivers that extended across the shelf during periods of lowered 
sea level may have initiated the formation of some canyons on the shelf, turbidity 
currents are the main agents of canyon cutting on the slope and deeper seafloor. 
Canyon development may be initiated by local slope failure (slumping), followed 
by headward growth of erosional scars. Turbidity currents are erosive in their ini
tial stages and thus can deepen and lengthen the incipient canyons over time, 
aided by further slumping on the upper part of the slope. The locations and 
shapes of some submarine canyons may have been influenced by the presence of 
faults and folds (Green, Clarke, and Kennedy, 1991 ) . 

Continental Rise and Deep Ocean Basin 

The continental rise and deep ocean basin encompass that part of the ocean lying 
below the base of the continental slope. Together, they make up about 80 percent 
of the total ocean seafloor. The deeper part of the ocean seaward of the continental 
slope is divided into two principal physiographic components: the deep ocean 
floor, which is characterized by the presence of abyssal plains, abyssal hills (vol
canic hills <1 km high), and seamounts (volcanic peaks > 1 km high); and oceanic 
ridges. Off passive continental margins, a continental rise (Fig. 10.1) is present at 
the base of the slope. The continental rise is a gently sloping surface that leads 
gradually onto the deep ocean floor and is built in part from submarine fans ex
tending seaward from the foot of the slope. It commonly has little relief other than 
that resulting from incised submarine canyons and protruding seamounts. Conti
nental rises are generally absent on convergent or active margins where subduc
tion is taking place, such as along much of the Pacific margin. On margins of this 
type, a long, arcuate deep-sea trench commonly lies at the foot of the continental 
slope, and the rise is absent. Trenches in less active subduction zones, such as 
along the Oregon-Washington coast, may be filled with sediment. Abyssal plains 
are extensive, nearly flat areas punctuated here and there by seamounts. Some 
abyssal plains are also cut by deep-sea channels, as mentioned. Mid-ocean ridges 
extend across some 60,000 km of the modern ocean and overall make up about 
30-35 percent of the area of the ocean. Mid-ocean ridges are particularly promi
nent in the Atlantic, where they rise about 2.5 km above the abyssal plains on ei
ther side. Rocks on these ridges are predominantly volcanic; the ridges are cut by 
numerous transverse fracture zones along which significant lateral displacements 
may be apparent. Ridges play a crucial role in the seafloor spreading process, but 
they are not particularly active areas of sedimentation. They do have a very im
portant effect on circulation of deep bottom currents in the ocean and thus have an 
indirect effect on sedimentation in the deep ocean. 

nansport and Depositional Processes to and within Deep Water 

Most sediment deposited in deeper water, other than wind-blown sediment, orig
inates on the shelf and must make its way across the shelf (Fig. 10.5, 10.14) to get 



t 
3: 
0 

"" 
"' 
"' 
"' 
E 
E 
c 
0 

� <: 
"' E '5 
"' 
"' 
"' 

0:: 

� 

PROCESSES 

Wind 

Sediment plume 

Floating ice 

Rock fall 

Creep 

Slide 

Slump 

Debris flow 

Grain flow 
Fluidized flow 
Liquefied flow 

Turbidity current 
(high/low density) 

Internal tides and 
waves 

Canyon currents 

Bottom (contour) 
currents 

Deep surface 
currents 

Surface currents 
and pelagic settling 
Flocculation 

Pelletization 

Chemogenic 
processes 
(authigenesis and 
dissolution) 

CHARACTERISTICS 

10.3 The Oceanic (Deep-Water) Environment 353 

DEPOSITS 

Pelagic mud 

Hemipelagic mud 

Glaciomarine 
(dropstones) 

Olistolith 

Avalanche deposit 

Creep deposit 

Slide 

Slump 

Debrite 

Grain flow deposit 
Fluidized flow deposit 
Liquefied flow deposit 

Turbidite (coarse, 
medium, and 
fine-grained) 

Normal current deposit 

Contourite 

Pelagic ooze 

Hemipelagic mud 

FeMn nodules, lami
nation, pavements, 
and umbers 

Figure 10.14 
The various kinds of processes that operate in 
the deep sea to transport and deposit sedi
ments. (After Stow, D. A. V., 1 994, Deep sea 
processes of sediment transport and deposi
tion, in Pye, K. (ed.), Sediment transport and 
depositional processes, Blackwell Scientific Pub
l ications, Oxford, Fig. 8.2, p. 261 ,  reproduced 
by permission.] 

to deeper water environments. Across-shelf sediment movement (discussed under 
shelf transport in preceding sections) includes transport of coarser sediment by 
turbidity currents and seaward advection of fine sediment by sediment plumes 
and nepheloid flows. A variety of processes is capable of transporting and de
positing sediment within the deep ocean, such as wind transport from continents, 
airfall and submarine settling of pyroclastic particles generated by explosive vol
canism within and outside ocean basins, sediment plumes, floating ice, mass-flow 
processes, various kinds of bottom currents, surface currents, and pelagic settling 
(e.g., Stow, 1994). These processes are summarized in Figure 10.14. The locations 
within the deep ocean where the various processes operate are summarized more 
graphically in Figure 10 .15. 

Sediment Plumes, Wind Transport, Ice Rafting, Nepheloid Transport 

Where continental shelves are narrow, freshwater surface plumes carrying fine 
sediment across the shelf (Fig. 10.5) can move considerable distances into deeper 
water, possibly as far as 100 km offshore (Reineck and Singh, 1980), before mixing 
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Figure 10.15 
Schematic representation of principal processes responsible for transport and deposition 
of sediments to the deep ocea n. Note that most of the processes deposit fine sediment; 
however, glacial (floating ice), turbidity cu rrent, and resedimentation processes can move 
both coarse and fine sediment. Chemogenic refers to minor processes that are largely 
chemical in nature. [After Stow, D. A V., H. G. Reading, and ). D. Collinson, 1 996, Deep 
seas, in Reading, H. G. (ed.), Sedimentary environments: Processes, facies and stratigra
phy, Blackwell Science Ltd., Oxford, p. 395-453, reproduced by permission.] 

and flocculation cause clay particles to settle. Winds blowing over continents, par
ticularly desert areas, can also transport fine suspended dust particles seaward, 
where they settle out over the ocean hundreds of kilometers from shore. In fact, 
wind transport may be the primary mechanism by which day-size siliciclastic 
sediment is transported to the distal part of the deep ocean. 

During glacial episodes of the Pleistocene when sea levels were low and 
many land areas were covered by ice, rafting of sediment of all sizes into deeper 
water by icebergs was a particularly important transport process. Ice transport is 
still going on today on a more limited scale at high latitudes in the Arctic and 
Antarctic regions (e.g., Anderson and Ashley, 1991; Dowdeswell and Scourse, 
1990; Kempema, Reimnitz, and Barnes, 1988). Melting of the floating ice dumps 
sediments of mixed sizes, commonly referred to as glacial-marine sediment 
(Chapter 9), onto the shelf and the deep ocean floor. The overall quantitative sig
nificance of iceberg transport into deep water through geologic time has probably 
not been significant, but locally and at  certain times it may have been important. 

Fine sediment resuspended by  storms on the outer shelf can move off the 
shelf and down the slope in near-bottom nepheloid suspension. Less-dense sus
pensions may move seaward along density interfaces as midwater suspensions 
that gradually settle to the bottom (Fig. 10.15). Fine sediment may also be injected 
into the water column by turbidity flows moving downslope. Nepheloid flows are 
reported to extend seaward for hundreds of kilometers and to water depths of 
6000 m or more. Deep bottom currents (to be discussed) may aid in resuspending 
sediment into nepheloid layers. 

Currents in Canyons 

Tidal currents measured in submarine canyons at depths exceeding 1000 m may be 
capable of transporting silt and fine sand (Shepard, 1979; Pickering, Hiscott, and 
Hein, 1989, p. 143). Two types of currents have been detected in submarine valleys: 
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ordinary tidal currents that rarely exceed 50 cm/s and that flow alternately up 
and down the valley in response to tidal reversal, and occasional surges of strong 
downcurrent flow with velocities up to 100 cm/s. Shepard (1979) interprets the 
surges as low-velocity turbidity currents. There are few data as yet to support the 
quantitative importance of net down-canyon transport owing to tidal currents; 
however, surge currents of the magnitude measured b y  Shepard are certainly ca-
pable of transporting fine sediment seaward. Together, these currents probably 
help to winnow canyon deposits and keep them free from fine sediment. 

Contour Currents 

Density differences in surface ocean water caused by temperature or salinity vari
ations create vertical circulation of water masses in the ocean commonly referred 
to as thermohaline circulation. Circulation is initiated primarily at high latitudes 
as cold surface waters sink toward the bottom, forming deep-water masses that 
flow along the ocean floor as bottom currents. The path of these bottom currents is 
influenced by the position of oceanic ridges and rises and other topographic fea
tures such as narrow passages through fracture zones. Owing to density stratifica
tion of ocean water, bottom currents adjacent to continental margins tend to flow 
parallel to depth contours or isobaths and thus are often called contour currents. 
The movement of these currents is also affected by the Coriolis force, which like
wise tends to deflect them (left in the Southern Hemisphere and right in the 
Northern Hemisphere) into paths parallel to depth contours; thus, they are some
times also called geostrophic contour currents. 

In the modem ocean, Antarctic bottom water runs down the continental 
slope, circulates eastward around the Antarctic continent possibly several times, 
and then flows northward into the Atlantic, Indian, and Pacific oceans (Stow, 1994). 
In the North Atlantic, deep bottom water flows south out of the Norwegian
Greenland seas, Labrador Sea, and other parts of the North Atlantic. Interaction of 
these deep-water masses creates a highly complex ocean circulation system. 

Because contour currents are best developed in areas of steep topography 
where the bottom topography extends through the greatest thickness of stratified 
water column (Kennett, 1982), they are particularly important on the continental 
slope and rise. Photographs of the deep seafloor have revealed current ripples in 
some areas and suspended sediment clouds and seafloor erosional features in oth
ers, both of which suggest that some contour currents can achieve velocities on or 
near the seafloor great enough to erode the seabed and transport sediment. Evi
dence is now available (e.g., Hollister and Nowell, 1991) which suggests that the 
speed of these bottom currents may be accelerated in some parts of the ocean to 
velocities on the order of 40 em/ s, perhaps because of the superimposed influence 
of large-scale, wind-driven circulation at the ocean's surface. That is, eddy kinetic 
energy may be transmitted from the surface of the ocean to the deep seafloor. In
tensification may also occur where the Coriolis Force causes deep flows to bank 
up against the continental slope on the westem margins of ocean basins, where it 
is unable to move upslope against gravity and thus becomes restricted and inten
sified (Stow, 1994). Where bottom currents are intensified, resulting motions near 
the seafloor are so energetic that they have been referred to as "abyssal storms" or 
"benthic storms" (Hollister and Nowell, 1991), particularly because huge amounts 
of fine sediments are stirred up and transported by these energetic pulses. Con
tour currents are believed to have had a particularly important role in shaping and 
modifying continental rises, such as those off the eastern coast of North America. 

Pelagic Rain 

Calcareous- and siliceous-shelled planktonic organisms settle through the ocean 
water column to the seafloor upon death, a process called pelagic rain or pelagic 
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settling. The geographic distribution of these organisms in surface waters is affected 
by nutrients and prevailing ocean currents. After the tiny shells settle onto the 
ocean floor, they may be retransported by turbidity currents or contour currents. 
These skeletal materials form extensive biogenic deposits, or oozes, in some areas 
of the modern ocean floor. They are also important contributors to ancient deep 
ocean sediments, particularly in Jurassic and younger rocks, forming thick de
posits of chalk, radiolarian chert, and diatomite (Chapters 6 and 7). Fine-size sili
ciclastic particles (e.g., clay minerals, quartz, feldspars) transported from land by 
surface plumes, wind, or floating ice may settle along with organic remains to 
form mixed biogenic and siliciclastic sediment referred to as hemipelagic deposits 
(Fig. 10.15). 

Explosive Volcanism 

Volcanism within and along the margins of marine basins may contribute impor
tant quantities of sediment to both the shelf and deeper water, particularly near 
volcanic arcs. Volcanic ash, lapilli, and bombs can be ejected both subaerially and 
subaqueously. Coarse material ejected subaerially tends to be deposited by air fall 
close to the eruption column on all sides of the vent. If strong prevailing winds are 
blowing during eruption, fine ash will be carried downwind for considerable dis
tances before settling. Pyroclastic particles ejected beneath the sea as well as air
fall particles can be dispersed still more widely within the ocean basin by various 
transport processes. Pumice may even be dispersed to some extent by floating on 
the ocean surface. 

Turbidity Currents and Other Mass-Transport Processes 

As indicated in Figure 10.14, a variety of mass-flow processes can take place within 
the deep ocean. Catastrophic or surge-type, high-velocity turbidity currents gener
ated on the shelf or upper slope are probably the single most important mechanism 
for transporting sands and gravels to deeper water through submarine channels 
(e.g., Norrnark and Piper, 1991). On passive margins and in back-arc basins, the de
posits of these flows spread out from the mouths of the canyons onto the deep 
seafloor to form deep-sea fans (see Fig. 10.16), and they contribute in part to build
ing of the continental rise. In the fore-arc region of active margins, submarine 
canyons discharge turbidites into fore-arc basins on the slope or into deep-sea 
trenches where they may spread out along the canyon axis. Down-canyon grain 
flow of beach sands swept into the heads of nearshore submarine canyons during 
storms and submarine debris flows may also be locally important. Under some 
conditions, submarine debris flows may be transformed downslope into turbidity 
currents (e.g., Piper, Cochonat, and Morrison, 1999). In addition to these process
es, other mass-transport processes, such as creep, gliding (sliding), and slumping, 
appear to be responsible for large-scale en masse retransport of sediments on 
oversteepened continental slopes and ridge slopes. Some of these slump masses can 
be of enormous size-up to 300 m thick and 100 km long (e.g., Saxov and Nieuwen
huis, 1982; Bouma, Normark, and Barnes, 1985; Stow, Reading, and Collinson, 
1996). Also, some sediment can be retransported off oceanic ridges and seamounts 
after accumulating there by pelagic rainout or volcanic processes. 

Principal Kinds of Modern Deep-Sea Sediments 

Little agreement exists regarding the classification of deep-sea sediments. Sug
gested classifications range from those that are largely genetic (Shepard, 1973; 
Berger, 1974) to those that are largely descriptive (Dean, Leinen, and Stow, 1985; 
Pickering, Hiscott, and Hein, 1989). No entirely satisfactory scheme that gives due 
regard to both genesis and descriptive properties of all kinds of deep-sea sediments 
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has yet been devised. Two broad classes of deep-sea sediment, terrigenous and 
pelagic, are often mentioned; however, these two terms are difficult to define pre
cisely. Terrigenous deposits include gravel, sand, and mud derived from land and 
transported within the more proximate parts of the deep ocean by a variety of 
processes (e.g., turbidity currents, contour currents, ice rafting). Some pelagic de
posits (clays) are also derived from land but are deposited by slow settling in the 
more distal parts of the ocean; others consist of pelagic biogenic remains that rain 
down from near-surface waters. A third minor category of deeper-water sedi
ments is shallow-water carbonate sediments (Chapter 11} that have been retrans
ported from the shelf into deeper water (allochthonous deep-water carbonates). 
The principal kinds of deep-sea sediments are summarized in Table 10.1; addi
tional details are discussed below. 

Terrigenous S ediments 

A wide variety of deep-sea siliciclastic sediments are grouped under this heading, 
including, as shown in Table 10.1 ,  hemipelagic muds, turbidites and other sedi
ment gravity-flow deposits, contourites, glacial-marine sediments, and slumps 
and slides. These deposits are all composed mainly of siliciclastic materials, which 
may range in size from gravel to clay. Some deposits exhibit well-developed bed
ding and may or may not display vertical size grading. Others have a disorga
nized fabric with poorly developed bedding. For convenience of discussion, these 
terrigenous deposits are grouped below under mainly genetic subheadings that 
reflect their principal mode of transport and deposition. 

Hemipelagic Muds. Hemipelagic ("half-pelagic") deposits are difficult to define 
precisely. According to Stow and Piper ( 1984a), they are muddy deposits that 
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Hemipelagic mud-mixtures of terrigenous mud and biogenic remains; deposited from 
nepheloid plumes and b y  suspension settling and pelagic rain-out 

Turbidites-graded gravel/ sand/mud; deposited b y  turbidity currents 

Contourites-sandy or muddy sediments deposited and/or reworked by contour cur
rents 

Glacial-marine sediments-Gravel, sand, and mud deposited by ice rafting 

Slump and slide deposits-Terrigenous or pelagic deposits emplaced downslope by 
mass-wasting processes 

Pelagic clay- >2/3 siliciclastic day; deposited by suspension settling and authigenic for
mation of day minerals 

Oozes- >2/3 planktonic biogenic remai ns; deposited by pelagic rain-out 

Calcareous-dominantly C4C03 biogenic remains 

Siliceous-dominantly Si02 biogenic remains 

Allochthonous del�o-sea carbonates 

Shallow-water carbonates emplaced downslope by storms or sediment gravity flows 

contain more than 5 percent biogenic remains and a terrigenous component of 
more than 40 percent silt, although some geologists may find this definition too re
strictive. They are deposited under very low current velocities (e.g., by suspension 
settling), and they are probably the principal kind of sediment deposited on conti
nental slopes and in fore-arc basins on slopes. Much of the compendium volume 
on fine-grained sediments and deep-water processes and facies edited by Stow 
and Piper (1984b) is devoted to discussion of hemipelagic sediments. 

Hemipelagic muds range in color from gray to green and, more rarely, to red
dish brown. Textures range from clay to silty, sandy clay. In addition to biogenic re
mains, they are commonly composed of fine terrigenous quartz, feldspar, micas, 
and day minerals and/ or volcanogenic sediments such as ash, fine pumice, and 
palagonite. Volcanic ash or glass may be intermixed with other hemipelagic sedi
ment or concentrated into distinct tephra layers that range in thickness from less 
than 1 em to more than 25 em (d. Boggs, 1984). Granules and pebbles of pumice may 
occur as isolated fragments, pockets, or distinct layers associated with hemipelagic 
muds. Hemipelagic muds may contain the remains of siliceous organisms, particu
larly diatoms, and calcareous organisms such as foraminifers and nannofossils, as 
well as fine lime muds swept off carbonate platforms into deeper water. 

Hemipelagic muds are poorly laminated to massive, and generally are mod
erately to highly bioturbated. In general, they are deposited closer to shore than 
are pelagic muds. They are widely distributed on continental slopes of volcanic 
arcs, such as those of the Western Pacific They also occur in back-arc basins, on 
inner trench walls, and on the tops of some rises. Hemipelagic muds are probably 
deposited mainly from nepheloid layers and plumes. Deposition may be aided in 
some settings by planktonic organisms that aggregate fine sediment into fecal pel
lets that settle rapidly. 

1\Jrbidites. The general characteristics of turbidites are described in Chapter 4. Tur
bidites may occur in the lower reaches of submarine canyons and farther seaward in 
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deep-sea channels, but most are deposited in broad, cone-shaped fans. These tur-
bidite fans, or submarine fans, spread outward on the seafloor from the mouths of 
canyons. Where submarine canyons are closely spaced along the slope, the fans at 
the base of the slope may coalesce to build a broad, gently sloping continental rise. 
On active margins where a trench is present, turbidites commonly occur on the 
trench floor throughout the length of the trench owing to deposition from turbidi-
ty currents flowing longitudinally through the trench. Most turbidites are com-
posed of sands, silty sands, or gravelly sands interbedded with pelagic clays. They 
are commonly characterized by normal size grading and may or may not display 
complete Bouma sequences (see Fig. 2.8) . Figure 10.17 is an example of a sediment 
core composed of turbidites. As discussed in Chapter 2, many h1rbidites lack ei-
ther the basal (A unit) or upper (D unit) part of the Bouma sequence, or both. Sole 
markings, such as flute casts, groove casts, and load casts, are common on the base 
of many turbidite sequences. In addition to sandy turbidites, mud turbidites occur 
on many parts of the modern ocean floor. These turbidites are composed of nor-
mally graded silt and clay that may be either laminated or massive and that com-
monly lack extensive bioturbation. The depositional processes that generate 
fine-grained turbidites and the characteristics of these deposits are described in 
detail in Bouma and Stone (2000) .  A comparison of the characteristics of mud-rich 
and sand-rich turbidites is provided by Bouma (2000). Turbidites are widely dis-
tributed in the modern ocean on passive margins and in both the back-arc and the 
fore-arc regions of active margins. 

Because the main depositional environments of hubidites are submarine 
fans, and most modern turbidites occur in such fans, geologists have displayed 
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Figure 10.17 
Graded volcaniclastic tur
bidite with Bouma divi 
sions marked, from an  
Ocean Dri l l ing Program 
(ODP) Leg 1 27 core of 
M iocene sediments in the 
japan Sea back-arc bas in .  
[Photograph courtesy of 
Ocean Dril l ing Program, 
Texas A & M Un iversity.] 
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Figure 10.18 
Depositional model for a point
source gravel-rich submarine fan .  
[From Readi ng, H. G., and M. 
Richards, 1 994, Turbidite systems 
in deep-water basin margins clas
sified by grain size and feeder sys
tem: American Association 
Petroleum Geologists Bul l . ,  v. 78, 
Fig. 9, p. 807, reproduced by per
mission.] 

Figure 10.19 
Depositional model for a 
point-source mud/sand-rich 
submarine fan .  [From Read
ing, H. G., and M. Richards, 
1 994, Turbidite systems in 
deep-water basin margins 
classified by gra in size and 
feeder system: American Asso
ciation Petroleum Geologists 
Bul l . ,  v. 78, Fig. 5, p. 803, re
produced by permission.) 

CHENIERS. BARRIERS 

considerable interest in developing models for submarine fan sedimentation (e.g., 
Normark, 1978; Walker, 1978, 1992; Multi, 1985). Reading .and Richards (1994) 
point out ,that submarine fail "Systems may miginate from poi.nt sources or linear 
sources and can include gravel-rich, sand-rich, mud/sand-rich, and mud-rich sys
tems. They suggest that sand-rich systems are characterized by braided channels 
and channelized sediment lobes (Fig. 10.16) .  Gravel-rich systems display chutes 
but lack distinct sediment lobes (Fig. 10.18). Mud/sand-rich systems are charac
terized by channel levees, and distinct depositional lobes (Fig. 10.19); mud-rich 
systems may contain sheetlike deposits in addition to channel levees and lobes. 
Linear-source submarine fan systems differ from the point-source models shown 
in Figures 10.16, 10. 18, and 10.19 in that they form coalescing lobes along the base 
of a slope. Miall (1999a) and Galloway (1998) further discuss fans and other slope 
and base-of-slope depositional systems. 
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Modem submarine fans occur in many parts of the world's ocean. The largest 
of these fans include the Amazon fan in the South Atlantic (330,000 km2 surface 
area; Manley and Flood, 1988); the Rhone fan (70,000 km2) in the Mediterranean 
Sea (Droz and Bellaiche, 1985); the Indus fan (1,100,000 km2) off the coast of Pak
istan and India (Kalla and Coumes, 1985); the Laurentia! fan (300,000 km2) off the 
Grand Banks of New Foundland (Piper, Stow, and Normark, 1984); and the Mis
sissippi fan (300,000 km2) in the Gulf of Mexico (Weimer, 1989). Pickering et al. 
(1995) discuss additional examples. 

Attempts to relate the characteristics of modem fans to ancient turbidite sys
tems are complicated by problems of scale (many features on modern fans are 
much larger than corresponding features in ancient fan systems) and by the na
ture of the features themselves (e.g., the abundance of channel-levee systems and 
the scarcity of depositional lobes in modem fans). For example, the presence of 
thickening- and thinning-upward successions in ancient turbidites has commonly 
been attributed respectively to progradation of fan lobes and gradual channel fill
ing and abandonment. This interpretation is difficult to reconcile with the scarcity 
of lobes in modem fans (Walker, 1992). 

Contourites. Coring of sediments on continental rises has shown that in addition 
to turbidites, rise deposits also include sediments interpreted to be the deposits of 
contour currents. Several different countourite facies are recognized, such as 
muddy, silty, sandy, and gravel-rich (Stow et al., 1998). A composite contourite fa
cies model is illustrated in Figure 1 0.20. This model shows overall negative grading 
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Figure 10.20 
Composite contourite facies model showing grain
size variations and sedimentary structures through a 
mud-silt-sand contourite succession. [From Stow 
et al., 1 998, Fossil contourites: A critical review: Sedi
mentary Geology, v. 1 05, Fig. 2, p. 12. Reproduced 
by permission of Elsevier Science.] 
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Figure 10.21 
Distribution and dominant 
types of deep-sea sediments 
in the modern ocean. (From 
Davies, T. A., and D. S. 
Gorsline, 1 976, Oceanic sedi
ments and sedimentary 
processes, in Riley, 1. P., and 
R. Chester (eds.), Chemical 
oceanography, v. 5, 2nd ed., 
Fig. 24.7, p. 26, reprinted by 
permission of Academic 
Press, Orlando, Fla.] 

(coarsening upward) from muddy through silty to sandy contourites followed up 
section by positive grading (fining upward) back through silty to muddy con
tourite facies. Muddy contourites tend to be homogeneous, poorly bedded, and 
highly bioturbated . Silty contourites are also bioturbated and commonly d isplay a 
mottled appearance. Sandy contourites occur as thin, irregular layers within the 
finer grained facies and are also commonly bioturbated, although some primary 
horizontal and cross-lamination may be preserved. Contourites may have either 
sharp or gradational bed contacts. The composition of contourites can include 
both terrigenous constituents and biogenic components. Pickering, Hiscott, and 
Hein (1989, p. 219-245); Stow, Reading, and Collinson (1996); and Stow et al. 
(1998) provide further discussion of contourites. 

As discussed in a preceding section ("Contour Currents"), recent work has 
shown that modern contour currents develop velocities high enough to stir up 
and transport huge quantities of fine sediments during what is called abyssal or 
benthic "storms" (Hollister and Nowell, 1991). It thus appears that transport and 
deposition of sediment by contour currents may be even more important than pre
viously believed. Contourites have been reported in the modern ocean from nu
merous places, including the continental rise of eastern North America, the 
continental margin off northwest Britain, and the southern Brazil margin; ancient 
contourites have been described from many continents (e.g., Stow et al., 1998). 

Glacial-Marine Sediments. Sediments ice-rafted to deep water are typically poor
ly sorted gravelly sands or gravelly muds that show crude to well-developed 
stratification. The coarse fraction may include angular, faceted, and striated peb
bles. Significant areas of the modern ocean floor at high latitudes are covered by 
these glacial-marine sediments, particularly the subpolar North Atlantic, the cir
cum-Antarctic, some parts of the Arctic Ocean, the North Pacific, and the Norwe
gian Sea (Fig. 10.21). Glacial-marine deposits are discussed in further detail under 
"Glacial Systems" in Chapter 9. 

Slump and Slide Deposits. These deposits consist of previously sedimented pelagic 
or terrigenous deposits that have been emplaced downslope owing to mass-move
ment processes. During the transport process, consistency of the slump masses is 
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disturbed, resulting in faulted, contorted, and chaotic bedding and internal struc-
ture. Studies of the ocean floor with sidescan sonar and bottom and sub-bottom ac-
coustical and seismic profiling show that slump and slide deposits are particularly 
common on continental slopes with high rates of deposition, such as off the Missis-
sippi and Rhone deltas, and on slopes with glacial-marine deposits (e.g., Nardin, 
Edwards, and Govsline, 1979; Schwab, Lee, and Twichell, 1993). These deposits con-
sist of slides, in which failure took place elastically and only minor internal defor-
mation of strata occurred, and of various kinds of failed masses that were emplaced 
plastically and are characterized by different degrees of internal deformation. Em-
placement of sediment along some modem lower continental slopes by mass-
transport processes appears to be the dominant sediment transport process. 

Pelagic Sediments 

The term pelagic sediment has been defined in different ways, but it is generally 
taken to mean sediment deposited far from land influence by slow settling of parti
cles suspended in the water column. Pelagic sediments may be composed dominant
ly of day-size particles of terrigenous or volcanogenic origin, or they may contain 
significant amounts of silt- to sand-size planktonic biogenic remains. Pelagic days 
are siliciclastic muds that contain clay minerals, zeolites, iron oxides, and windblown 
dust or ash. They are commonly red to red-brown owing to oxidation by oxygen
bearing deep waters in areas of very slow sedimentation. These days cover vast areas 
of the deeper parts of the ocean below about 4500 m (Fig. 10.21). Pelagic sediments 
that contain significant quantities of biogenic remains are called oozes, as mentioned. 
Little agreement exists with regard to the amount of biogenic remains required to 
qualify a sediment as an ooze. In Table 10.1, I suggest that oozes have more than two
thirds biogenic components. Oozes composed predominantly of CaC03 tests are 
calcareous oozes; those composed mainly of siliceous tests are siliceous oozes. Cal
careous oozes are dominated by the tests of foraminifers and nannofossils such as 
coccoliths, but may they include somewhat larger fossils such as petropods, which 
are planktonic molluscs. Calcareous oozes are widespread in the modem deep ocean 
at depths shallower than about 4500 m, the calcium carbonate compensation depth 
(Chapter 6), particularly in the Atlantic Ocean (Fig. 10.21). In deeper ocean basins 
such as the Pacific, they may occur on the shallow tops of ridges and rises. Lithified 
equivalents of calcareous oozes are called chalks (limestones). 

Siliceous oozes are particularly abundant in the modern ocean at high lati
tudes in a belt more than 200 km wide stretching across the ocean (Fig. 10.21 ). They 
occur also in some equatorial regions of upwelling where nutrients are abundant 
and productivity of siliceous organisms is high. Siliceous oozes are composed pri
marily of the remains of diatoms and radiolarians but may include other siliceous 
organisms such as silicoflagellates and sponge spicules. Diatom oozes occur main
ly in high-latitude areas and along some continental margins, whereas radiolarian 
oozes are more characteristic of equatorial areas. As discussed in Chapter 7, 
siliceous oozes are modified and transformed during burial into bedded cherts. 

Planktonic sediments that settle onto steep slopes, such as those of seamounts 
and ridges, may be retransported to adjacent basins by turbidity currents or 
slumping and sliding. Excellent discussions of pelagic environments and sedi
ments are given in Jenkyns (1986); Kennett (1982); Scholle, Arthur, and Ekdale 
(1983); Stow and Piper (1984b); and Stow, Reading, and Collinson ( 1996). 

Chemical Sediments 

Chemical processes in the ocean can operate to modify sediments deposited by 
other processes, such as dissolution of calcareous oozes; however, chemical 
processes may also form some new sediment. Clay minerals, zeolites, ferroman
ganese crusts and nodules, and phosphates are formed in minor amounts by these 
authigenic chemical processes. 
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Ancient Deep-Sea Sediments 

As mentioned, deep-sea sedimentary deposits other than turbidites are not as 
abundant in the rock record as shallow-water sediments because the potential for 
preservation and uplift of these sediments above sea level is much less. Nonethe
less, they are known from stratigraphic units of most ages. Typically, deep-sea 
sedimentary rocks consist predominantly of sHiciclastic turbidite sandstones, 
shales, and conglomerates; pelagic and hemipel&gic shales, which may be associ
ated with bedded cherts formed by recrystallization of siliceous oozes; chalks and 
marls (lithHied, clayey pelagic calcareous oozes); limestone breccias (slope de
posits); and carbonate turbidites (Chapter 11) .  Except for turbidites and carbonate 
breccias, which may be very coarse grained deposits, deep-sea deposits are distin
guished in general by their fine grain size. Other than turbidites, most deep-sea 
deposits do not show vertical facies successions that change upward in any fixed 
order. Physical sedimentary structures in ancient deep-sea sediments consist pre
dominantly of thin, horizontal laminations, although rippled bedding and graded 
bedding are common in turbidites, and cross-lamination occurs in some con
tourites. The bedding of many deep-sea deposits is well developed, even, and lat
erally persistent. 

Colors of deep-water sediments are typically dark gray to black; red pelagic 
shales are much rarer. Deep-water muds may be well bioturbated or essentially 
nonbioturbated; they are commonly characterized by distinctive deep-water trace
fossil associa tions. Fine-grained, deep-water sediments are characterized also by the 
presence of much greater concentrations of planktonic organisms than occur in shal
low-water sediments. These organisms include diatoms, radiolarians, foraminifers, 
coccoliths, and, in older rocks, graptolites and ammonites. Deep-water sedimen
tary rocks occur in extensive tabular- or blanket-shaped deposits and may be 
underlain by ocean crustal rocks such as submarine basalts and ophiolite assem
blages consisting of serpentinized peridotite, dunite, gabbros, sheeted dikes, 
and pillow lavas. 

Figure 10.22 
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Rhythmically bedded turbidites in the Ca nning Formation (early Tertiary), Arctic National 
Wildl ife Refuge, Alaska. Note the large, low-angle truncation in the m iddle of the outcrop. 
[Photograph by D. W. Houseknecht, U.S. Geological Su rvey Open Fi le Report 98-34, 
1 999, The oil and gas resource potential of the Arctic National Wildl ife Refuge 1 002 Area, 
Alaska.] 
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Turbidites appear to be, by far, the most abundant kind of ancient deep-sea 
sedimentary rocks. Turbidites commonly display repetitive, well-bedded succes
sions of thin, graded units that are often referred to as rhythmites. Such succes
sions are also called flysch facies. Figure 10.22 is a fairly typical example of 
rhythmically bedded turbidites. This exposure is part of the Canning Formation 
(early Tertiary), which crops out in the Arctic National Wildlife Refuge, northeast
em Alaska. The deposits shown in this outcrop consist of shale and siltstone, with 
generally thin beds of fine-grained sandstone. Many of the sandstone beds display 
graded bedding (Bouma sequences) and groove and flute casts are common on the 
bases of sandstone beds. These turbidites formed at water depth estimated to be 
about 1200 m (ANWR Assessment Team, 1999). Additional description of both an
cient and modern turbidites can be found in Mutti (1992), the excellent compendi
um volume edited by Pickering et al., (1995), and in Bouma and Stone (2000). 
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1 1.1 INTRODUCTION 

C
hapters 6 and 7 describe the distinguishing physical, chemical, and biolog
ical characteristics of carbonate and evaporite deposits and discuss some of 
the factors that affect their deposition. In this chapter, we examine the de

positional environments in which these deposits form. Carbonate rocks make up 
roughly one-quarter of the sedimentary rocks in the geologic record. They are an 
extremely important group of rocks owing to the information they provide about 
Earth's history and environments and to their economic importance as hosts for 
petroleum and some metallic elements. Evaporite deposits make up a scant per
cent or so of the total sedimentary rock record at most, but they are nonetheless 
very important. Their presence in the rock record affords significant insight into 
Earth's past climates and they too have considerable economic significance. 

carbonates 
Although most modem continental shelves are mantled by siliciclastic sediments, 
carbonate deposits constitute the dominant sediment cover on a few shelves. 
Modem carbonate shelves are located primarily at low latitUdes in clear, shallow, 
tropical to subtropical seas (Fig. 11 .1) where little terrigenous siliciclastic detritus 
is introduced. Most of these tropical, carbonate-producing shelves, such as Florida 
Bay and western Australia, are attached to the mainland. A few smaller shelves sur
round oceanic islands-the Bahama Platform and the narrow shelves around Pacif
ic atolls, for example (e.g., Vacher and Quinn, 1997). Carbonate sediments also fonn 
on some higher latitude (30--60"), cool-water shelves, where they consist predomi
nantly of shell remains (Lees and Buller, 1972; Nelson, 1988; James and Clarke, 
1997). Several temperate (cool-water) carbonate environments are present in the 
modem ocean, including the shelf off southern Australia between �32 and 40° 
south latitude, portions of the northwest European shelf, and the Orkney shelf off 
northeast Scotland (Fig. 11 .1). 

A few carbonates form in nonmarine environments-in lakes, streams, caves, 
soils, and dune settings. These carbonates have value as paleoenvironmental indi
cators, but their volume in the ancient record is quite small. They are not consid
ered further in this volume; however, a brief description of terrestrial (nonmarine) 
carbonates is given in Boggs (1992, Ch. 10). 
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The relatively minor importance of modem carbonate deposition is decidedly 
atypical of many geologic periods of the past when widespread deposition of car
bonate sediments characterized sedimentation in broad epeiric seas hundreds to 
thousands of kilometers w i de (see Fig. 10.2). During the middle Paleozoic, for ex
ample, carbonate deposition prevailed in shallow inland seas that spread over 
much of the continental interior of North America. In spite of the small areal ex
tent of modern shelf carbonate environments, carbonate-dominated shelves 
nonetheless provide outstanding natural laboratories for studying the mecha
nisms of carbonate sedimentation. Much of what we now understand about car
bonate textures and the basic processes of carbonate deposition has come from 
study of modern carbonate environments. On the other hand, we must turn to the 
ancient rock record itself for insight into the environmental conditions that typi
fied carbonate-dominated epeiric seas. 

Evaporites 

Evaporites form in both nonmarine and marine environments; however, marine 
evaporites are commonly of greatest geologic interest. Marine evaporite deposits, 
like carbonate deposits, cover relatively small areas of the modern world ocean. 
Marine evaporites form where rates of evaporation exceed water input, mainly in 
warm areas of the world. Today, marine evaporite deposits are confined to coastal 
supratidal settings and sites where marine waters seep into low-lying pools and 
small basins (Kendall and Harwood, 1996). Such occurrences include coastal sali
nas (salt ponds, lakes) around the edges of the Mediterranean, the Black Sea, the 
Red Sea, and the southern and western coasts of Australia, as  well as  sabkhas (ma
rine to continental salt flats), which are particularly common in the Persian Gulf. 
Some small-scale ancient evaporites formed in similar environments; however, 
many ancient evaporite deposits are of giant proportions compared to modem de
posits. These giants have no modern analogs and appear to have formed under 
rather different conditions compared to modem evaporites. 

Figure 1 1.1 
Distribution of tropical 
platform (shelf) carbon
ates, reefs, and cool-water 
carbonates in the modern 
ocean. [Based on Wilson, 
1 975; Nelson, 1 988; 
Whalen, 1 995; and james, 
1 997.] 



368 Chapter 1 1  I Carbonate and Evaporite Environments 

1 1 .2 CARBONATE SHELF (NON REEF) ENVIRONMENTS 

Depositional Setting 

As mentioned, marine carbonate sediments are deposited primarily on shallow
shelf platforms, including, in the geologic past, broad epeiric platforms covered 
by shallow water (e.g., Simo, Scott, and Masse, 1993; Tucker et al., 1990). Carbon
ate platforms can occur on the margins of cratonic blocks, in intracratonic basins, 
across the tops of major offshore banks, and on localized positive features on wide 
shelves (Wilson and Jordan, 1983). Carbonate environments may be present also 
in some parts of marginal-marine environments such as beaches, lagoons, and 
tidal flats. With respect to the nature of the platform edge, four basic types of car
bonate platforms or shelves are recognized in the modern ocean (Fig. 11.2): (1) 
rimmed carbonate platforms, (2) unrimmed (open shelf) carbonate platforms, (3) 
carbonate ramps, and (4) isolated carbonate platforms (Harris, Moore, and Wil
son, 1985; James and Kendall, 1992; Read, 1982, 1985). When we consider ancient 
environments, we must add broad, epeiric platforms (Fig. 11 .2) to this list. 

Rimmed carbonate shelves are shallow platforms marked at their outer 
edges (margins) by a pronounced break in slope into deeper water. They have a 
nearly continuous rim or barrier along the platform edge. This barrier consists of 
either a reef buildup or a skeletal/ ooid sand shoal that absorbs wave action and 
may restrict water circulation, creating a low-energy shelf environment, some
times called a "lagoon," landward of the shelf-edge barrier. The lagoon common
ly grades landward into a low-energy tidal-flat environment rather than a 
high-energy beach zone. An unrimmed platform has no pronounced marginal 
barrier. Unrimmed platforms occur today on the leeward side of large tropical 
banks and in all cool-water carbonate settings (James and Kendall, 1992). A ramp 
is a gently sloping ( < � 1 °) unrimmed platform on which shallow-water deposits 
pass downslope with only a slight break in slope into deeper water facies. The 
break in slope on a ramp is not marked by a pronounced reef trend, but discontin
uous sand shoals may be present along the shelf edge where water energy is high. 
Water circulation across an unrimmed platform may be adequate to allow a mod
erately high-energy beach zone to develop alongshore and skeletal or ooid-pellet 
sand shoals to form along the shelf edge. Thus, unrimmed carbonate platforms are 
affected by much the same physical processes as siliciclastic shelves. Isolated plat
forms (Bahama type) are shallow-water platforms tens to hundreds of kilometers 
wide, commonly located offshore of shallow continental shelves, surrounded by 
deep water that may range from several hundreds of meters to a few kilometers 
deep. The platforms may have gently sloping, ramplike margins or more steeply 
sloping margins resembling those of rimmed shelves. Such isolated platforms are 
essentially free of clastic sediments. Although the Bahamas are probably the best 
studied example of a modern isolated carbonate platform, numerous other "car
bonate islands" are present in the modern ocean, such as Bermuda, Barbados, and 
the Cook Islands, where carbonate sediments are presently accumulating or were 
deposited during Pleistocene time (see Vacher and Quinn, 1997). 

No modern examples of carbonate epeiric platforms exist; however, such 
platforms (Figure 11.2) were common in the past, particularly during the Paleo
zoic and parts of the Mesozoic. Some platforms were hundreds or thousands of 
kilometers across and covered millions of square kilometers (Wright and Burchette, 
1996). We can only guess at the hydrologic processes that operated on such broad 
shelves. They were likely connected to the open sea, and storms and winds may 
have strongly affected water circulation. Tidal activity may also have been impor
tant. During times of major carbonate deposition on epeiric platforms, influx of 
clastic detritus must have been at a minimum. 
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Agure 1 1 .2 
Schematic representation of principal 
kinds of carbonate platforms, shown in 
cross section. Arrows ind icate directions 
of sediment movement. [Based on 
james and Kendall (1 992) and Wright 
and Burchette (1 996).] 

In contrast to most siliciclastic shelves, many modern carbonate platforms, 
particularly rimmed platforms, are characterized by some kind of topographic 
buildup at the shelf margin of the outer shelf. This buildup may be caused by or
ganic reefs or banks, lime sand shoals, or small islands that create a barrier to in
coming waves. This outer barrier is commonly dissected by a network of tidal 
channels that allow high-velocity tidal currents to flow through onto the shelf. 
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Water may be only a few meters deep over this buildup, but depth increases over 
the middle shelf to perhaps several tens of meters (e.g., the rimmed platform illus
trated in Fig. 11.2). The outer shelf is the highest energy zone of such shelves. 
Much of the middle shelf is commonly below fair-weather wave base. Water ener
gy is thus low over most of the middle shelf except over patch reefs, localized 
banks, or shoals and along the shoreline of some carbonate ramp platforms. The 
elevation and lateral continuity of the shelf-edge carbonate barrier control water 
circulation over the entire shelf. The effect of this barrier on water circulation, cou
pled with the width of the shelf, strongly influences the type and distribution of 
carbonate facies that develop on the shelf. If a well-developed barrier is p resent, or 
if the shelf is very wide, water circulation on the shelf may be restricted to some 
degree because water energy is expended in friction with the bottom, leading to 
poor water circulation. On the other hand, the geologic record does not necessari
ly indicate that water circulation on wide epeiric shelves was strongly restricted. 
Restricted water circulation leads to development of salinity conditions that devi
ate from normal ( ··35 %o ) . Salinities may rise well above normal in arid or semi
arid climates where evaporation rates are high, or they may fall below normal in 
areas that receive considerable freshwater runoff. Variations in salinity affect the 
diversity and numbers of organisms living on shelves; the organisms, in tum, 
strongly affect carbonate deposition owing to the extremely important role they 
play in carbonate sedimentation p rocesses (Chapter 6). The innermost part of the 
shelf may be especially characterized by restricted conditions. 

Although carbonate environments extend from the supratidal zone to deep
er  basins off the shelf, the shallow platform basin that constitutes the middle and 
outer shelves is the primary site of carbonate production. James (1984a) refers to 
this platform as the "subtidal carbonate factory" (Fig. 11.3). The sediments pro
duced in this carbonate factory are deposited mainly on the shelf; however, some 
sediments are eventually transported landward onto tidal flats and beaches and 
into subtidal settings. Others are transported seaward off the shelf onto the slope 
and into the deeper basin. Little carbonate sediment i s  generated in the deeper 
water basin environment off the shelf except for fallout of calcium-carbonate
secreting plankton from near-surface waters. 

Shoreward 
transport 

Figure 1 1.3 

Subtidal 
Carbonate Factory 

Fallout of 
Calcareous plankton 

The main areas of marine carbonate production. Most carbonates accumulate in water 
less than about 30 m deep-the "subtidal carbonate factory." The example shown depicts 
carbonate production on a rimmed platform. Similar production takes place on the other 
platforms illustrated in Fig. 1 1 . 2. [After james, N. P., 1 984, Introduction to carbonate fa
cies models, in Walker, R. G. (ed.), Facies models, 2nd ed.:  Geoscience Canada Reprint 
Ser. 1 ,  Fig. 2, p. 21 0, reprinted by permission of Geological Association of Canada.] 
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Sedimentation Processes 

Chemical and Biochemical Processes 

The principal chemical and biological /biochemical controls on carbonate deposi
tion are discussed in Chapter 6; they are reviewed only briefly here. The solubility 
of calcium carbonate is controlled by pH, temperature, and carbon dioxide con
tent of seawater. Loss of carbon dioxide owing to increased temperature, de
creased pressure, or plant photosynthesis exerts a major control on inorganic 
precipitation of CaC03. Nonetheless, the relative importance of chemical (inor
ganic) precipitation of calcium carbonate in the modern and ancient oceans, as 
compared to organic production of CaC03, is not definitely known (e.g., Shinn et 
al., 1989). Carbonate deposition brought about by organisms capable of extracting 
calcium carbonate from the seawater to build their shells or skeletal structures 
may be a more important process in the modern ocean than are purely inorganic 
processes. Such biogenic processes have likely been important throughout post
Precambrian time, and some may have played a role in carbonate production dur
ing the Precambrian. Organisms also contribute to the formation of carbonate 
sediment through their feeding and bioturbation activities, which cause break
do>vn of skeletal fragments and other carbonate materials and generate various 
kinds of trace fossils. 

The organisms primarily responsible for carbonate production in the mod
em ocean are not necessarily the same as those that were major carbonate formers 
in the past. Figure 1 1 .4 shows the relative importance of some major groups of or
ganisms as carbonate formers during Phanerozoic (post-Precambrian) time. Note 
that the principal carbonate formers have changed somewhat with time. For ex
ample, crinoids, byrozoans, and brachiopods were more important during the Pa
leozoic than during the Cenozoic, whereas coccoliths, planktonic foraminifers, 
coralline algae, and green algae were particularly important carbonate formers 
during the Cenozoic. The list of carbonate-sediment formers shown in Figure 1 1 .4 
is not complete. Other groups, such as sponges and stromatoporoids, were also 
important sediment formers at times. 
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Figure 1 1.4 
The relative importance 
through time of various cal
careous marine organisms as 
sediment producers. This dia
gram also shows the skeletal 
mineralogy of the organisms, 
which, in some cases, changed 
as the sea chemistry changed 
from a "calcite sea" to an 
"aragonite sea" through time. 
Calcite seas favored precipita
tion of low-magnesian skeletal 
structures, and argonite seas 
favored precipitation of arago
nite and high-magnesian cal
cite, although not all 
organisms responded to such 
changes in sea chemistry . 
[Based on Wilkinson, 1 979; 
jones and Deroschers, 1 99 2; 
james, 1 997; Stanley and 
Hardie, 1 999.) 
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Note also from Figure 11 .4 that different groups of organisms secrete differ
ent carbonate minerals to build their skeletal structures. As an example, coccoliths 
and forams are composed of low-magnesian calcite, crinoids and echinoids are 
composed of high-magnesian calcite, and calcareous green algae and gastropods 
are composed of aragonite. Figure 11 .4 also shows the times when the Phanerozoic 
ocean precipitated predominantly low-magnesian calcite (calcite seas) and the 
times when aragonite and high-magnesian calcite were the favored carbonate pre
cipitates (aragonite seas), as discussed in Chapter 6 (see Fig. 6.9). Some groups of 
organisms, such as corals, secreted different minerals at different times in their 
history in response to changes in sea chemistry, primarily changes in the ratio of 
magnesium to calcium (e.g., Stanley and Hardie, 1998, 1999). Corals formed calcite 
(low- or high-Mg?) skeletons during much of the Paleozoic when a "calcite sea" 
characterized the world ocean (Fig. 6.9), but more recent corals, especially those 
living during the late Cenozoic, secreted aragonite skeletons. Although the skele
tal mineralogy of many groups of organisms appears to parallel that of inorganic 
precipitates formed during times of calcite or aragonite seas, some other organ
isms, such as echinoids, crinoids, and brachiopods, secreted the same skeletal 
minerals throughout their history in spite of changing sea chemistry. Skeletal 
structures composed of aragonite are chemically less stable than calcite structures 
and are thus more susceptible to dissolution and destruction during diagenesis. 

Physical Processes 

Physical processes are important primarily in the reworking and transport of car
bonate materials on the shelf, but they also aid in the production of carbonate sed
iments. Circulation of water onto the shelf brings fresh nutrients, necessary for 
organic growth, from deeper water. Breaking waves against reef barriers on the 
outer shelf increases oxygen content in the water by interacting with the atmo
sphere and decreases C02 because of decreased water pressure. Thus, modem 
reefs are best developed in wave-agitated zones, and biogenic production of car
bonate sediment in general is stimulated by strong water movement. On the other 
hand, strong waves crashing on the reef front break down reef rock, producing 
sand- and gravel-size bioclasts that subsequently undergo transport both seaward 
and landward from the reef. 

Agitated water is important to the formation of ooids, and currents help to 
generate and preserve grapestones and hardened fecal pellets by submarine ac
cretion and cementation. Waves and currents also winnow fine carbonate mud 
from coarser sediment and transport this mud off the shelf platform or into shel
tered or protected areas of the shelf. Depending upon water energy, the coarser 
sediment itself may either remain as a winnowed lag deposit, forming sand- or 
gravel-covered flats, or be transported and deposited to create wave-formed bars 
and shoals, beaches, spits, or tidal deltas and bars. Wave- and current-transported 
and -winnowed carbonate sand deposits are particularly common along the outer 
edge of the shelf platform, where water energy is highest. In resuspension and 
transport of sediment, storms are as important on carbonate shelves as they are on 
siliciclastic shelves. For example, storms transport most sediment from the subti
dal shelf into the intertidal (tidal flat) environment. Absence of wave and current 
activity on the shelf leads to stagnant circulation, consequent deviations from nor
mal salinity, and possibly anoxic conditions. Such restricted environments consti
tute unfavorable habitats for many normal marine organisms. 

Skeletal and Sediment Characteristics of Carbonate Deposits 

The deposition of carbonate sediments is favored in moderately shallow, warm 
water that receives little terrigenous siliciclastic sediment. Although carbonates 
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form predominantly in warm water settings, they can accumulate also in some 
cool-water, higher latitude environments, as mentioned. In these cool-water envi-
ronments, the carbonate sediment is composed almost entirely of the skeletal re-
mains of organisms. Cool-water assemblages of organic remains have commonly 
been referred to as foramol assemblages (Lees and Buller, 1972; Jones and 
Desrochers, 1992), named for the dominance of foraminifers and molluscs. They 
are composed of benthic (bottom-dwelling) foraminifers, molluscs, barnacles, bry-
ozoans, and calcareous red algae. By contrast, warm-water ( > �20°C) assem-
blages of organisms, called chlorozoan assemblages (named from chlorophyta 
plus zoantharia corals), are dominated by hermatypic corals (corals that live pri-
marily in the photic zone) and calcareous green algae in addition to foramol com-
ponents. James (1997) suggests that heterozoan association (named for organisms 
that feed through heterotrophic means) is a more appropriate term than foramol 
assemblage. He proposes to replace the term chlorozoan assemblage by photozoan 
association, to emphasize the light-dependent nature of the major biotic con-
stituents. 

In any case, cool-water carbonates make important contributions to the de
posits of some modern shelves (e.g., Farrow, Allen, and Akpan, 1984; Nelson, 
1988; James and Clarke, 1997). These cool-water shelves range from those located 
in middle to low latitude settings where cool-water currents intrude (Fig. 11 .1 )  to 
those located at high latitudes such as Spitsbergen Bank in the Barents Sea. Cool
water carbonate shelf deposits have also been reported in ancient rocks ranging in 
age from Tertiary to Paleozoic on several continents, including North America, 
Australia, and Europe (e.g., James and Clarke, 1997; Anastas et a!., 1998). 

Warm-water carbonates may contain, in addition to skeletal remains, sub
stantial amounts of ooids, aggregate grains, peloids, and lime mud. Table 11.1 pro
vides a more complete list of modem warm-water and cool-water organisms and 
their ancient counterparts. This table also suggests the manner in which these or
ganisms contribute to the makeup of carbonate sediment. Notice the extremely 
important roles that organisms play in the formation of carbonate sediment. Mod
em warm-water carbonates, especially reef carbonates, accumulate at a much 
faster rate than do cool-water carbonates. On the other hand, modern cool-water 
carbonates appear to accumulate at about the same rate as did most ancient car
bonates (James, 1997). Reasons for the slow accumulation rates of many ancient 
carbonates are poorly understood. 

As stated, carbonate sediment accumulates primarily in shallow-water set
tings (Fig. 11.3). The outer shelf is commonly the highest energy environment of 
the shelf. It is characterized by the development of lime sand or gravel sheets and 
shoals. The middle shelf is a zone of generally low water energy, particularly on 
rimmed shelves. Sediments on the middle shelf are typically poorly winnowed, 
with a high ratio of micrite to skeletal fragments and other carbonate grains. The 
inner shelf in most carbonate environments is also typically a low-energy, tidal
flat environment in which predominantly fine grained, tidal-flat sediments accu
mulate. On some ramp platforms, however, a higher-energy nearshore zone may 
be present where carbonate beaches or lime shoals develop that are composed of 
skeletal fragments, ooids, pellets, and possibly intraclasts. In many cases, carbon
ate beach sands are retransported and reworked by wind to form so-called 
eolianites. Numerous examples of Quaternary eolianites have been reported (e.g., 
Abegg, Harris, and Loope, 2001); however, the pre-Quaternary record of carbon
ate eolinites is meager. 

Some carbonate sediments are deposited in deeper water beyond the shelf 
edge. Most carbonate sediment deposited in deeper water results from the fallout 
of calcareous plankton (Fig. 11.3)-foraminifers, green algae (coccoliths), and tiny 
gastropods. These pelagic calcareous organisms evolved mainly in Jurassic and 
post-Jurassic time; therefore, deeper water pelagic carbonates are not important in 
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Modern, warm-water 

Corals 

Bivalves, red algae, 
echinoderms 

Gastropods, benthic 
foraminifera 

Green (codiacean) and 
red algae 

Ooids, peloids 

Planktonic foraminifera, 
coccoliths, pteropods 

Encrusting foraminifera, 
red algae, bryozoans 

Dasyclad green algae 

Cyanobacteria and other 
ca lcimicrobes 

Modern, cool-water 

Absent 

Bivalves, red algae, 
brachiopods, echinoderms. 
barnacles 

Gastropods, benthic 
foraminifera 

Red algae, bryozoans 

Absent 

Planktonic foraminifera, 
coccoliths, pteropods 

Encrusting foraminifera, 
red algae, bryozoans, 
serpulid worms 

Absent 

Cyanobacteria and other 
calcimicrobes 

Ancient counterpart 

Corals, stromatoporoids, 
stromatolites, coralline 
sponges, rudist bivalves 

Red algae, brachiopods, 
cephalopods, trilobites 

Gastropods, benthic 
foraminifera 

Phylloid algae, crinoids 
and other echinoderms, 
bryozoans 

Ooids, peloids 

Planktonic foraminifera, 
coccoliths (post-Jurassic), 
styliolinoids 

Red algae, rena lcids, 
encrusting foraminifera, 
bryozoans 

Dasyclad green algae 

Cyanobacteria and other 
calcimicrobes (especial! y 
pre-Ordovician) 

Sedimentary aspect 

Large components of reefs 
and biogenic mounds 

Remain whole or break 
apart into several pieces to 
form sand- and gravel-size 
particles 

Whole skeletons that form 
sand- and gravel-size 
particles 

Spontaneously 
disintegrate upon death to 
form many sand-size 
particles 

Concentrically laminated 
or micritic sand-size 
particles 

Medium sand-size and 
smaller particles in basinal 
deposits 

Encrust on or inside hard 
substrates; build up thick 
deposits or fall off upon 
death to form sand grains 

Spontaneously disinte
grate upon death to form 
lime mud 

Trap, bind, and precipitate 
fine-grained sediments to 
form mats and stromato
lites or thrombolites 

Source: James, N. P., and A. C Kendall, 1992, Introduction to carbonate and evaporite facies models, in Walker, R. G., and N. P. lames (eds.),. Fades models
Response to sea level change: Geol, Assoc. Canada, Table 2, p. 269. 

older rocks. In addition to pelagic carbonate, some shallow-water carbonate sedi
ment may be swept off carbonate platforms into deeper water by storm waves or 
be transported by sediment gravity-flow processes (e.g., turbidity currents). 

Examples of Modern Carbonate Platforms 
Modern carbonate shelves include ramps, unrimmed platforms (open shelves), 
rimmed platforms, and isolated platforms. Examples of tropical unrimmed 
shelves or carbonate ramps include the eastern Gulf of Mexico off the Florida 
coast; the Yucatan Shelf, Mexico, in the southern part of the Gulf of Mexico; and 
the Trucial Coast of the Persian Gulf. As mentioned, most cool-water carbonates 
accumulate on unrimmed (open) shelves (see Fig. 11.1) .  Examples of rimmed 
shelves include Florida Bay, the Bahama Platform (an isolated platform), the Be
lize Shelf in the western Caribbean off Guatemala, and the Great Barrier Reef area 
of Australia. Other important deposits of carbonate sediments in Australian wa
ters lie along the western coast. The characteristics of several of these modem 
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Figure 1 1.5 
Example of an open shelf or carbonate ramp, the West Florida 

26° Shelf in the eastern Gulf of Mexico. [From Sellwood, B. W., 
1 978, Shallow-water carbonate environments, in Reading, H.G.  
(ed.), Sedimentary environments and facies, F ig .  1 0.1 7, p .  276, 

25° reprinted by permission of Elsevier Science Publishers, Amster
dam. Originally after Ginsburg, R. N., and N. P. james, 1 974, 
Holocene carbonate sediments of continental shelves, in Burk, 
C. A., and C .  L. Drake (eds.), The geology of continental mar
ings, Fig. 6, p. 1 40, Springer-Verlag, New York. ]  

platforms are summarized by Jones and Desrochers (1992), Sellwood (1986), Wil
son and Jordan (1983), and Wright and Burchette (1996). 

Sediment facies maps of three well-known modern carbonate shelves are 
presented here to show some of the facies-distribution patterns on these types of 
shelves. Figure 11.5 illustrates an open shelf or carbonate ramp, the West Florida 
Shelf. Mollusc-rich siliciclastic (quartz) sands dominate the inner ramp down to 
about 60 m depth, grading downslope into coralline algal carbonate sands. Relict 
oolitic sands with pelagic and benthic foraminifers dominate between 80 and 100 
m, and planktonic foraminiferal oozes are common in deeper water. South Florida 
Bay (Fig. 11 .6) is a good example of a rimmed shelf. The inner shelf margin is 
marked by the Florida Keys, an emergent Pleistocene reef-ooid-shoal complex. 
Florida Bay lies inboard of the Keys, bordered on its northern margin by coastal 
swamps of the Everglades. Florida Bay is filled with carbonate mud and muddy 
carbonate sands enriched in molluscs and foraminifers. The belt of muddy car
bonate sands lying between the Keys and the outer reef tract is composed mainly 
of calcareous algae (Halimeda) and molluscs. Carbonate sands within the outer reef 
tract are composed of Halimeda and coralline algae; corals are also present. 

The best-studied example of a modern isolated platform is the Bahama Plat
form, which is also rimmed (Fig. 11 .7). Coralgal sands and ooid facies are present 
along the platform margin in zones affected by wave turbulence and tidal cur
rents, and discontinuous coral reefs are present along the windward (east) margin. 
Ooid facies are best developed in water less than 3 m deep and occur as sand
waves and subaqueous dune fields up to 50 km long (e.g., Fig. 11 .8) . Grapestone 
facies, which cover large areas of the platform interior down to depths of 9-10 m, 
contain little carbonate mud. They are stabilized by cyanobacteria mats, calcare
ous algae, and sea grasses. Pellet mud and mud facies accumulate in the lowest 
energy parts of the platform interior, commonly at water depths less than 4 m. The 
sediment consists of highly bioturbated aragonite mud, which is rich in fecal pel
lets in some areas. 

Modern carbonate sediments on the Bahama Platform are underlain by 
Pliocene and Pleistocene carbonates, which were recently investigated by coring 
(Ginsburg, 2001). The cores reveal seaward progradation of the leeward margin of 
the bank with overall shallowing. The Pliocene-Pleistocene sediments grade from 
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Figure 1 1.6 
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Sediment map of South Florida Bay a rea, an example of a modern rimmed carbonate shelf, 
showing the distribution of carbonate sediment by grain size on the shelf platform. [After 
Sellwood, B. W., 1 978, Shallow-water carbonate environments, in Reading, H. G.  (ed.), 
Sedimentary environments and facies, Fig. 1 0.21 A, p. 281 , reprinted by permission of Else
vier Science Publishers, Amsterdam. Originally after Ginsburg, R. N. ,  and N. P. James, 1 974, 
Holocene carbonate sediments of continental shelves, in Burk, C.  A., and C. l. Drake (eds.), 
The geology of continental marings, Fig. 23, p. 1 50, Springer-Verlag, New York.] 

skeletal grainstones and packstones at the base upward to reefal and coral-bearing 
deposits that in turn are capped by nonskeletal grains tones similar to modern sed
iments in the interior of the Bahama Banks (Manfrino and Ginsburg, 2001). 

Note the general progression of facies on the rimmed shelves (Fig. 11.6, 11.7) 
from reef buildups and shelf-edge sands on the higher energy outer shelf to car
bonate muds and muddy carbonate sands on the lower energy middle and inner 
shelves. By contrast, most of the open-shelf, carbonate ramp in Figure l l .S is cov
ered by carbonate sand deposits at depths less than about 100 m, mixed, on this 
shelf, with some terrigenous quartz sands. 

Examples of Ancient Carbonate Shelf Successions 
Isolated Platforms 

Examples of carbonate sediments that may have formed in ancient settings similar 
to all of the platform types illustrated in Figure 11 .2 have been reported in the 
published literature. For example, early to middle Triassic carbonates in the 
Dolomite Alps of northern Italy are thought to represent deposition on isolated 
platforms much like the modern-day Bahama Banks (Bosellini, 1991). These an
cient carbonates consist of flat-lying successions up to 800 m thick composed of 
meter-scale, cyclic, peritidal carbonates with teepee structures. These deposits 
probably formed within the interiors of isolated carbonate platforms under moder
ately low energy, open to restricted, shallow, subtidal conditions. Platform-interior 
sediments grade in a seaward direction to peloidal skeletal grainstones/pack
stones and algal boundstones with sponges, which were deposited on the higher 
energy platform margin. 
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Figure 1 1.7 
Carbonate sediment distribution on 
an isolated carbonate platform, the 
Great Bahama Banks. Figure A 
shows the positions of the major 
banks and channels in the Bahama 
area. [After Geblein, C. D., 1 974, 
Guidebook for modern Bahaman 
plaform environments: Geological 
Society of America Annual Meeting, 
1 974, Fig. 1 8, p. 22.] Figure B 
shows sediment distribution on a 
portion of Great Bahama Bank sur
rounding Andros Island. [After Sell
wood, B. W., 1 978, Shallow-water 
carbonate environments, in Read
ing, H. G. (ed.), Sedimentary envi
ronments and facies. Fig. 1 0.21 B, p. 
281 , reprinted by permission of Else
vier Science Publishers, Amsterdam. 
Originally after E. G. Purdy, 1 963, 
Recent calcium carbonate facies of 
the Great Bahama Banks: jour. Geol
ogy, v. 7 1 ,  Fig. 1 ,  p. 473.]  

The Permian (Guadalupian) carbonate deposits of the Delaware Basin, western 
Texas and southern New Mexico, have often been cited as an outstanding example 
of an ancient rimmed shelf deposit (e.g., Ward, Kendall, and Harris, 1986; Saller et 
a!., 1999). These deposits extend throughout an area of about 100,000 km2 and are 
completely encircled by a reef margin, the Capitan and Goat Seep reefs (Fig. 
11.9). Outer-shelf deposits make up a belt about 10 to 15 km across, dominated 
by shallowing-upward cycles of lagoonal mudstone and wackestone, capped by 
laminated anhydrite. The outer-shelf belt grades abruptly to an inner lagoonal to 
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Figure 1 1 .8 
Ooid shoal in shal low water 
of the Great Bahama Bank. 
Photograph courtesy of the 
National Oceanic and At
mospheric Ad ministration 
(NOAA). Downloaded from 
the Internet 4/30/04. 

Figure 1 1.9 
Bold cliffs of massive Capitan 
Limestone (re,ef) that formed 
the rim of a huge Permian 
carbonate platform. The plat
form (shelf) carbonates ex
tend toward the back of the 
photograph; deeper-water, 
basinal sediments are present 
in the foreground. Photo
graph courtesy of Gregory 
Reta l lack. 

0 ·�· · 

marginal-coastal playa facies about 40 km wide, composed of intercalated 
dolomite mudstones and siltstones, and evaporitic units up to 7 m thick. Behveen 
the reef and shelf-lagoonal deposits is a belt of carbonate sand bodies, 800 m to 3 km 
wide, consisting of a coarsening-upward succession of cross-laminated to struc
tureless fine-grained carbonate grainstones. 

Ramps 

Carboniferous limestones of southwestern Britain provide an example of an an
cient carbonate ramp deposit (Burchette, Wright, and Faulkner, 1990). The ramp 
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succession forms a wedge that begins with outer-ramp carbonate muds and bio-
clastic limestones containing abundant crinoid and brachiopod remains. Reef 
mounds with relief up to 200 m also formed in the outer-ramp setting. Outer-
ramp deposits give way in a shoreward direction to bioclastic sand bodies of the 
mid-ramp and finally to ooid sand bodies laid down as shoals or beaches in the 
nearshore area. 

Epeiric Platforms 
The great bulk of carbonate sediments formed throughout geologic time have 
probably been deposited on epeiric platforms (Fig. 11.2). Such platforms were 
widespread at various times, such as the late Precambrian (e.g., China), Cambro
Ordovician (e.g., North America; Middle East), Mississippian, Triassic-Jurassic 
(e.g., western Europe), Permian, and Tertiary (e.g., Middle East) (Wright and 
Burchette, 1 996; Tucker and Wright, 1 990). Storms and hurricanes were likely 
dominant processes on these broad shelves; however, tidal processes may also 
have been important (e.g., Pratt and James, 1986). Shelf carbonate facies are char
acterized by distinctive suites of largely normal marine organisms and carbonate 
textures that are generally muddy, although lithofacies types range from lime 
mudstones, wackestones, grainstones, and packstones to stromatolitic bound
stones and patch-reef boundstones. Bedding of shelf carbonates is variable and 
lens- or wedge-shaped layers are common, although some shelf carbonate beds 
may be laterally extensive. Carbonates are commonly interbedded with thin shale 
beds. Sedimentary structures include cross-bedding in lime-sand units, extensive 
bioturbation structures and burrows, and flaser and nodular bedding. 

Many epeiric deposits appear to be dominated by shallowing-upward cyclic 
successions that range from a few tens of meters to hundreds of meters thick. 
Many successions begin with a high-energy carbonate sand or conglomerate unit 
followed upward progressively in the depositional succession by sediments de
posited in the lower energy, subtidal, open-marine shelf; intertidal zone; suprati
dal zone; and possible nonmarine environment. Some depositional cycles appear 
to have ended with deposition of evaporites. Such a succession is basically regres
sive (progradational); however, because rates of carbonate sedimentation com
monly exceed rates of basin subsidence or sea-level rise, sediments also build 
upward toward sea level. Sediment is thus deposited in progressively shallower 
water as the sediment surface accretes toward sea level, generating the shallowing
upward successions (e.g., James, 1984b). lntraplatform basins, with water depth 
commonly less than 1 00-200 m, can form within epeiric platforms. During sea
level highstands, water within these basins may be stratified-oxygenated at the 
top but suboxic to anoxic at the bottom. Sea-level lowstands may lead to isolation 
of the basin and onset of evaporitic conditions (Wright and Burchette, 1 996). 

Repetition of large-scale shallowing-upward successions may be largely the 
result of repeated episodes of rapid sea-level rise, flooding the carbonate platform, 
followed by periods of standstill during which shallowing-upward successions 
develop, e.g., Wilkinson (1982). Osleger and Read (1991) suggest that meter-scale 
cyclicity is the result of Milankovich-forced sea-level oscillations (see discussion of 
stratigraphic cycles in Chapter 12), with a cyclicity on the order of 20,000-40,000 
years. Several additional examples of ancient carbonate platform deposits are dis
cussed in Alsharhan and Scott (2000) and Zempolich and Cook (2002). 

1 1 .3 SLOPE/BASIN CARBONATES 

Although we tend to think of carbonate sediments as strictly shallow-water de
posits, as mentioned, deeper-water carbonates have been identified in several areas 
of the modern ocean, such as the slope and adjacent basin floor around the Bahama 
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Figure 1 1 .10 

Platform. They have also been reported from many Phanerozoic-.age stratigraphic 
successions. As shown in Figure 11.3, carbonate sediments are generated primarily 
on the she!£. No important source of carbonate sediments exists within deep water 
except that provided by the rain of calcareous pelagic organisms. Therefore, with 
the exception of calcareous oozes, carbonate sediments in deep water are derived 
from the shelf by transport processes that include storm waves, turbidity currents, 
debris and grain flows, slumping, sliding, and rock falls. Carbonate sediment de
posited on the slope and basin by these processes generally consists of bioclastic 
debris and limestone blocks derived from the talus slopes off reef fronts. Also, sed
iments may be transported downslope from carbonate sand shoals or •ime-mud 
deposits on the platform margin. Modem examples of carbonate slopes have been 
reported from the northern Bahamas-Florida region as well as from BeHze, Jam;aica, 
Grand Cayman, the northeast Australian coast, and several atolls in the PacHie and 
Indian Oceans (e.g., Coniglio and Dix, 1992). Modem slope carbonates consist 
mainly of pure carbonates, in contrast to many ancient slope deposits that include 
a large percentage of terrigenous clastic rocks. 

Three types of carbonate slopes are recognized (Fig. 11.10): erosional (steep 
slope angle), by-pass (moderate slope angle), and accretionary (low slope angle). 
Only accretionary slopes are sites of significant carbonate deposition, although 
minor amounts of sediments may be deposited on by-pass slopes. Erosional and 
by-pass slopes mainly serve as conduits by which carbonate sediment moves from 
shallow to deeper water. Several kinds of carbonate sediments can be deposited 
on slopes. Periplatform oozes consist of fine sediment swept off the shelf mixed 

Principal kinds of carbonate slopes, based on examp les from 
the Bahama Platform. [After Schalger, W., and R. N .  Gins
burg, 1 98 1 ,  Bahama carbonate platforms-The deep and the 
past: Marine Geology, v. 44, F ig .  1 0, p. 1 5. Reproduced by 
permission.] 
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with foraminifers and coccoliths tha·t settle from the water colwnn. Ta�us deposits 
and debrltes are ca rbonate breccias and conglomerates derived from shaUow 
water. Turbidites ar� the carbonate equivalents of siliciclastic turbidites. 

Two basic models for accretionary (depositiona•) carbonate slopes have been 
proposed: sfope aprons and submarine fans (fig. H.ll). Carbonate aprons are dis
tinguished by having a line source or multiple sources that feed sediment seaward 
through closely spaced gullies, gerterating wedge-shaped aprons of sediment 
(e.g., MUtllins and Cook, 1986). Apror\s may develop on the slopes of both rimmed 
and unrimmedJ platforms. S1ope aprons, which .extend without break from the 
basin up to the s'b.allow-water margin, putatively develop along rimmed plat
forms where s'lopes are less than -4°. Such aprons have not been described from 
the modern ocean; however, ancient examples have been reported. Open-pla tform 
slop�s are similar in form to slope aprons but develop on unrimmed platforms. 
Base-of-slope aprons (Fig. 11.11A) form along rimmed platforms downslope from 
the platform-slope break on steeper slopes ranging between 4 and 15°. Sediment 
bypasses the uppe·r slope and is transferred to its foot by way of numerous gullies. 
Proximal sediments in the uppermost part of the apron consist of talus, debrites, 
thick turbidites, and periplatform oozes. Sediments in the distal apron consist 
mainly bf finer grained turbidites. 

Carbonate submarine fans (Fig. 11.118) are similar in form to the siliciclastic 
submarine fans described in Chapter 10. Sediment is supplied to fans from a sin
gle point source through a major channel that may bifurcate in its lower reaches to 

A. Base-of-Slope Apron 

B. Submarine Fan 

Basin 
Facies 

Shallow-water 
platform-margin 

facies 

Shallow-water 
platform-margin 

facies 

Feeder 
channel 

Figure 1 1 .1 1 
Schematic block diagrams illustrating models for two 
fundamental kinds of carbonate slopes: slope aprons and 
carbonate submarine fans. A. Shows the kind of apron 
that develops along rimmed platforms where slopes 
range between �4 and 1 5°. B. Shows an ideal ized car
bonate submarine fan. (A. after Mullins, H. T., and H. E. 
Cook, 1 986, Carbonate apron models: Alternatives to the 
submarine fan model for paleoenvironmental analysis 
and hydrocarbon exploration: Sedimentary Geology, v. 
48, Fig. 24, p .66. B. After Coniglio, M.,  and G. R. Dix, 
1992, Carbonate slopes, in Walker, R. G., and N. P. james 
(eds.), Facies models: Response to sea level change: Geo
logical Association of Canada, Fig. 22a,b, p. 367. Repro
duced by permission.] 
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generate different sediment lobes. Commonly, coarsest sediment is deposited in 
the upper fan and sediment becomes finer in more distal parts of the fan. No mod
ern carbonate submarine fans are known; however, a few examples of ancient fans 
have been reported (see reviews in Tucker and Wright, 1990, and Coniglio and 
Dix, 1992). 

1 1.4 ORGANIC REEF ENVI RONMENTS 

As mentioned, the outer shelf of many rimmed platforms is characterized by near
ly continuous carbonate reefs that constitute an effective barrier to wave move
ment across the shelf. Reefs may also be developed as fringing masses along the 
shoreline or as isolated patches within the inner shelf. Reefs constitute a unique 
depositional environment that differs greatly from environments in other parts of 
the shelf. They have been studied intensively for years; however, discussion of 
reefs has long been plagued by confusion over the precise meaning of the term 
reef. Carbonate workers have been unable to agree on whether to restrict use of 
the term reef to carbonate buildups or bioherms that have a rigid organic frame
work or core, built of colonial organisms, or to extend the definition to include car
bonate buildups of other types that do not have a rigid-framework core. The word 
bioherm is a nonspecific term used for lenslike bodies of organic origin that are 
enclosed in rocks of different lithology or character; a bioherm may or may not 
have a rigid internal organic framework The term carries no connotation of the in
ternal structure or composition of the lens. By contrast, a biostrome is a tabular 
body of carbonate rock such as typically forms in nonreef platform environments. 
Wilson (1975) uses the term carbonate buildup for a body of locally formed, later
ally restricted, carbonate sediment that possesses topographic relief, without re
gard to the internal makeup of the buildup. In this book, I follow the usage of 
Longman (1981, p. 10), who defines a reef as "any biologically influenced buildup 
of carbonate sediment which affected deposition in adjacent areas (and thus dif
fered to some degree from surrounding sediments), and stood topographically 
higher than surrounding sediments during deposition." Most reefs, defined in 
this way, are built by larger organisms that are capable of thriving in energetic en
vironments. 

Modern Reefs and Reef Environments 

Depositional Setting 

Most modern reefs (e.g., Fig. 11 .12) form in shallow water. The most striking are 
the linear reefs located along platform margins, commonly called barrier reefs. 
These reefs are more or less laterally continuous, and the reef trend may extend for 
hundreds of kilometers-for example, the Great Barrier Reef of Australia, which 
runs for some 1900 km along the eastern shelf of Australia (Fig. 11 .13). In a few 
modern localities where shelves are very narrow, linear reefs are located hard up 
against the shoreline, with no intervening lagoon, and thus are called fringing 
reefs. Isolated, doughnut-shaped reefs called atolls occur around the tops of some 
Pacific seamounts that rise out of deeper water. These reefs form an outer wave
resistant barrier that encloses a shallow lagoon. Faro reefs are ringlike (atoll-like) 
structures that form within lagoons or on atoll margins. Small isolated reef masses 
commonly referred to as patch reefs, pinnacle reefs, or table reefs occur along 
some shelf margins or scattered on the middle shelf. Flat-topped table reefs may 
also form in deeper water (Fig. 11 . 14). 

Mounds are structures built by smaller, commonly delicate and/ or solitary 
organisms, possibly aided by inorganic processes, in tranquil settings (e.g., James 
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Figure 1 1.12 
Modern coral reef. Photo
graph courtesy of National 
Oceanic and Atmospheric Ad
ministration (NOAA) . Down
loaded from the Internet 
4/30/04. 

Figure 1 1.13 
The Great Barrier Reef off the 
coast of Queensland, Austral ia.  
Photograph courtesy of Nation
al  Aeronautics and Space Ad
ministration (NASA). 
Downloaded from the Internet 
5/4/04. 

and Bourque, 1992; Monty et al., 1995) in either shallow or deeper water. Microbial 
mounds are built by stromatolites/thrombolites and calcimicrobes (microbes ca
pable of mediahng carbol).ate precipitation}. Skeletal mounds are composed of 
reef-building organisms (see below) pfus calcareous algae, broyzoans, sponges, 
ahermatypic hexacorals, and some kinds of brachiopods and bibalves. Mud 
mounds are formed by lime mud (inorganic?) accumula tions with various 
amounts of fossils. Mounds range in size fr.om small structures (1-5 m high) to gi
gantic edifices that may reach 100 m high (e.g., Wendt et al., 1997). 
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Figure 1 1 .14 
Schematic representation 
of the principal kinds of 
reefs. Based on Tucker, M.  
E., and V. P. Wright, 1 990, 
Carbonate sedimentology: 
Blackwell Scientific Publica
tions, Fig. 4.86, p. 1 92. 

Figure 1 1.15 

Reef Organisms 

We tend to think of all reefs as coral reefs (e.g., Fig. 11 .12); however, many organ
isms in addition to corals can contribute to the formation of reefs. These organisms 
include IDiue-green algae (cyanobacteria), coralline red algae, green algae, encrust
ing foraminifera, encrusting bryozoa, sponges, and molluscs (e.g., fig. H . l5 ). lr 
the geologic past, reef-building organisms also included some now-ext•inct groups 
such as the archaeocyathids, stromatoporoids, fenestellid bryozoans, and rudistid 
clams. Nonetheless, corals are certainly dominant nmstituents of modern reefs, 
and two• types of corals ane recognized. The principal oorals in shallow-water reefs 
are hem1atypic (zoanthel1lae} hexacorals. Hermatypic corals cany out a symbiotic 
relationship with several kinds of unicellular organisms, mainly algae, referred to 
collectively as zooxanfhellae. These algae llive in or between the living cells of the 
corals and aid them in ga.inffig energy by ,producing photosynthetic products 
(Cowen, 1988). They may also facilitate the process of secreting calcium carbonate 
by removing C02 from the 1tissues during photosynthesis. Because the zooxan
thellae require sunlit waters, hermatypic corals are restricted to living in ·very shal
low water. Ahermatypic {azooxantheUae) corals lack the symbiotic relatidnship 
(or do not require it) and are not restricted to shallow water (e.g., Martin Willison 

Corals 
Stromatoporoids 
Red algae 
Stromatolites 

Bryozoans 
Phylloid algae 
Sponges 

Codiacean algae 
Seagrasses 
Crinoids 

Some common organisms that 
act as frame-builders, sediment 
contributors, bafflers, binders, 
and precipitators in reefs and 
mounds. The thickness of the hor
izontal bars ind icates relative im
portance. [After Tucker, M. E., and 
V. P. Wright, 1 990, Carbonate 
sedimentology: Blackwell Scientif
ic Publ ications, Fig. 4.88, p. 1 94 .  
Reproduced by permission.) 
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et al., 2001). Some coral species can apparently have life strategies ranging from 
zooxantheUate-hermatypic to azooxanthellate-ahermatypic (Best, 2001). They are 
one of the principal organisms today that form carbonate buildups in deeper 
water. Theili distribution ranges fmm shallow wateF tQ water depths exceeding 
2000 m (Stanley and Cairns, 1988). Differences in the attributes of shallow- and 
deep-water corals are explored by Hatcher (2001). 

Some reef-building organisms such as corals and stromatoporoids are im
portant. frame-builders (Fig. 11.15), which construct wave-resistant cores of reefs. 
Others, such as crinoids and codiacian algae (e.g., Halimeda), whose skeletal ele
ments may disintegrate into smalleF fragments, <lre important sediment contribu
tors. Bafflers are organisms such as seagrass that provide a protective baffle 
against currents and thus generate a localized, low-energy env.ironttrH�nf in. which 
fine sediment can accumulate. Binders such as cyanobacteria (which form stro
matolites) trap and bind sediment, and precipitators are primarily microbes, such 
as cyanobacteria, that help mediate precipitation of carbonate muds. The rela.tive 
irnpE)rtance of some common organisms as frame-builders, sediment contributors, 
bafflers, binders, and precipitators is illustrated in Figure 11.15. 

The grmvth forms of reef-building organisms may range from delicate branch
ing forms to globular or massive structures (Fig. 11.16A). The form of the organ
isms is closely related to the water energy over the reef and, thus, varies over 
di{ferent parts of the reef (Fig. 11.168). Organisms that live in low-energy parts of 
the reef tend to have delicate branching or platelike forms. Those living in higher 
energy zones of the reef develop hemispherical, encrusting, or tabular forms that 
.are better able to withstand strong wave action. 
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Figure 11.16 
Growth forms of reef-bui lding organisrm. 
A. Principal kinds of gorowth forms andl 
their relationship to water energy. B. Dis
tribution of growth forms across a typical 
reef. [A. after James, N. P., 1983, Reef en
vironment, in Scholle, P. A., D. C. Bebout, 
and C. H. Moore ( eds.), Carbonate depo
sitional environments.: Am. Assoc. Petrole
um Geologists Mem. 33, fig. 59, p. 374. 
B. after James, N. P., 1984, Reefs, in Walk
er, R. G. (ed.), Facies models, 2nd ed.: 
Geoscience Canada Reprint Ser. 1. Fig. 9, 
p. 233, reproduced by permission of Geo
logical Association of Canada.] 
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Figure 1 1.17 
Idealized facies in a typical 
modern, mature coral reef 
with a well -developed reef 
framework. [After Long
man, M. W., 1 981 , A 
process approach to recog
nizing facies of reef com
plexes, in Toomey, D. F. 
(ed.), European fossil reef 
models: Soc. Econ. Paleon
tologists and Mineralogists 
Spec. Pub. 30, Fig. 1 0, p. 
23, repri nted by permis
sion of SEPM, Tulsa, Okla.] 

Reef Deposits 

We cannot discuss all types of modern reefs and reef facies here; however, we will 
examine the zoning and facies development of high-energy, platform-margin reefs 
as a general model for high-energy reef environments. Figure 11.17 illustrates 
schematically the principal facies subdivisions of a platform margin reef. Note 
that the reef consists of a central core, the reef framework, which grades seaward 
into the reef slope, and a loose accumulation, 0f ,reef debris called the fore-reef 
talus. The nearly flat, uppermost, shal'lowest part of the reef is called the reef flat, 
which grades landward into back-reef skeletal (coralgal) sands and subtidal la
goonal deposits. Reefs are divided physiographically into fore-reef, reef-front, 
reef-crest, reef-flat, and back-reef zones (Fig. 11.168). 

Figure 11.17 also shmvs the types of carbonate materials typically formed in 
different zones of the reef. The words rudstone, bafflestone,, binds tone, and frame
stone in Figure 11 .17 are terms used by Embry and Klovan (1971) as modifications 
of Dunham's (1962) limestone classification (see Table 6.3). Floats tone and rud
stone are unbound carbonate grains, more than 10 percent of which are more than 
2 mm in size; floatstones are mud supported; and rudstones are grain supported. 
Bafflestones are carbonate components bound together at the time of deposition 
by stalked organisms that trapped sediment by acting as baffles. Bindstones were 
bound during deposition by encrusting and binding organisms such as encrusting 
foraminifers and bryozoans, and framestones were bound by organisms such as 
corals, which build a rigid framev.rork structure. 

These different carbonate facies represent variations in i.•vater enel·gy, domi
nant sedimentation processes, and types of organisms in each zone of the reef. 
Water energy is highest on the reef crest, which also contains the highest percent
age of framework constituents (framestones). As water energy decreases toward 
both the fore reef and the back reef, the percentage of framework constituents also 
decreases. Note that overall the framework component of reefs is commonly 
much smaller than the volume of nonframework constituents. Longman (1981) 
compares the structure of reefs to that of an apple, which has a central core, or 
framework, surrounded by the much larger edible fruit. The nonframework 
fraction of reefs consists of organisms such as echinoderms, green algae, and 
molluscs, which do not build framework structures, bioclasts broken from the 
reef by wave activity, and, in lower-energy zones of the reef, some lime mud. 
The fore-reef talus slope and back-reef coralgal sand zone are made up entirely 
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of nonframework constituents that consist principally of reef-derived bioclasts. 
Relatively few organisms live in these zones. 

Low-Energy Reef Facies 

The facies of modern, high-energy, platform margin-type reefs thus consist funda
mentally of a central framework core composed largely of corals and coralline algae; 
the <Coue grades seaward through a zone of rubbly fare-reef talus to deeper water 
lime muds or shales and landward through back-reef coralga� sands to finer grained 
lagoonal deposits. This model serves reasonably well for high-energy reefs devel
oped in most settings; however, some reefs form under much !'ower energy mndi
tions. Low-energy reefs do not develop the characteristic zoning of h.igh-energy 
reefs and tend to be circular to elliptical in plan view. Organisms growing on such 
reefs are dominated by the more delicate, branching forms (Fig. U.l6A). Some 
low-energy reefs do not contain the typical reef structure described above hut are 
constmcted simply of carbonate sands and muds built by organisms that are very 
similar to reef-type organisms in composition (e.g., James, 1984c). Other low-energy 
buildups are composed largely of nonreef-type organisms. They consist of motmd
shaped piles of skeletal fragments and I or bioclastic lime muds rich in skeletal or
ganisms and minor amounts of organic boundstone. As mentioned, these structures 
are called reef mounds or simply monnds (e.g., James and Bourque, 1992). 

Ancient Reefs 

Reef Deposits 
Reefs as they appear in the fossil record differ in some important respects from 
modern reefs. first, we commonly see ancient reefs only in vertical exposures. We 
observe a hvo-dimensional limestone body composed of different components 
formed at different times (James, 1983). Thus, we may not be able to detect all of 
the facies zones displayed by modern reefs. The nature of the flank and inter-reef 
facies exposed in vutcrop obviously may differ depending upon whether the ver
tical exposure cuts through the reef to expose a cross section from fore reef to back 
reef or a lortgitudinal section numing parallel to the reef crest (e.g., Fig. 11 .9). In 
many cases, only the massive reef core is clearly exposed, as in Figure 11.18. The 
reef structure and nature of reef facies also depend upon the kind of reef (e .g., bar-

Figure 1 1 .18 
The Resolution Reef (Pennsylvanian) exposed near Minturn, Colorado. A. Distal view 
showing the biohermal shape of the reef core, enclosed in finer sediment. B. Close-up 
view of the front of the massive reef core. 
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rier reef, fringing reef, patch reef). An additional factor that can further complicate 
recognition of ancient reef facies is diagenesis, which may cause selective dolomi
tization or solution that can obliterate or destroy parts of the reef complex. 

Depending upon their age, ancient reefs and mounds may also differ marked
ly from modem reefs and mounds in terms of the dominant organisms that make 
up these structures. The hermatypic corals that dominate modem coral reefs first 
appeared in the Mesozoic and thus are not components of older reefs. Older reefs 
and mounds are dominated by other kinds of organisms, such as tubiphytes (prob
lematic microstructures of possible algal origin), sponges, bryozoans, and microbes 
(e.g., cyanobacteria) (Fig. 11 .19). See Fagerstrom (1987), Stanley and Fagerstrom 
(1988), and Kiessling, Fliigel, and Golonka (1999, 2002) for additional information 
about reef organisms and the evolution of reef ecosystems through time. 

Because many kinds of ancient reefs, with different kinds of reef-building or
ganisms, are present in the sedimentary record, it is difficult to generalize about 
the structure and makeup of ancient reefs. Still, some effort in that direction is re
quired. Figure 11 .20 is a highly generalized sketch of an idealized ancient reef en
closed in nonreef deposits. The core framework consists of skeletal bindstones and 
rudstones. The specific kinds of skeletal components depend upon the age of the 
reef. These core sediments grade seaward into the forereef facies, consisting in 
large part of rudstones and floatstones broken from the framework by wave ac
tion. The reef core grades landward into a high-energy, skeletal sand apron con
sisting also largely of material broken off the reef core. In turn, skeletal sands 
grade into a back-reef facies deposited under quieter water conditions. This facies 
may contain skeletal sands and muds, pelleted muds, and micrites, and stromato
lites may be common. Evaporites may also be present in some back-reef facies, re
flecting restricted water circulation in the back-reef environment. Reef growth 
eventually terminates because of drowning of the reef or possibly, in some cases, 
burial by siliciclastic muds. The topography of the ancient reef is commonly visi
ble beneath this covering of younger sediment, as illustrated in Figure 11 .20. 

Occurrence of Ancient Reefs 

Reefs of some type are present in Phanerozoic (post-Precambrian) carbonate rocks 
of most ages (e.g., see the compendium volume edited by Kiessling, Flugel, and 
Golonka, 2002). Although carbonate-secreting organisms were not present during 
the Precambrian, Precambrian carbonate buildups composed of stromatolites have 
been reported from various localities in North America, Europe, Africa, and Aus
tralia. Phanerozoic rocks contain reefs composed of calcium carbonate-secreting or
ganisms. Many of these reefs were built by framework-constructing or encrusting 
organisms. Reef development was not uniform throughout geologic time, howev
er, and reefs are much more abundant in some parts of the rock record than in oth
ers. Figure 11 .19 graphically depicts the distribution of reefs and mounds through 
time and also shows the major kinds of organisms that were responsible for reef 
building at different times, as previously mentioned. Figure 11.19 is based on a 
database of 2470 reefs compiled by Kiessling, Flugel, and Golonka (1999). These au
thors also show the geographic distribution of reefs of various ages and discuss 
reef type, dimensions, and environmental setting. For an update of these data, see 
Kiessling (2002). These variations in reef distribution and abundance through time 
reflect times when carbonate production on reefs flourished and times when reefs 
were in crisis and carbonate production declined (e.g., Flugel and Kiessling, 2002). 

11.5 MIXED CARBONATE .. SILICICLASTIC SYSTEMS 

To avoid possible confusion, the carbonate depositional environments described in 
the preceding sections are discussed as if only carbonate sediments are deposited 
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Figure 11.19 
Distribution of reefs through 
Phanerozoic time showing both 
reefs and mud mounds as well 
as the dominant organisms that 
make up the reefs and mounds. 
"Others" refers to brachiopods, 
pelmatozoans, and foraminifers. 
The numbers 1 -7 refer to seven 
major cycles of Phanerozoic reef 
building. Starred lines indicate 
times of mass extinctions. 
Curves to the left show the cu
mulative number of reefs and 
mounds in each time interval, 
and horizontal bars on the right 
depict the cumulative number 
of reefs in which a particular fos
sil group is dominant. [From 
Kiess ling, W., E.  Fli.igel, and j. 
Golonka, 1999, Paleoreef maps: 
Evaluation of a comprehensive 
database on Phanerozoic reefs: 
American Association Petroleum 
Geolog ists Bulletin, v. 83, Fig. 
1 3, p. 1576. Reproduced by 
permission.] 

in these systems. In fact, mixed carbonate and siliciclastic sediments are present in 
many stratigraphic successions. Such deposits are referred to as mixed carbonate
siliciclastic successions or carbonate-clastic transitional successions. Carbonate 
and siliciclastic sediments can mix owing to lateral facies mixing (spatial varia
tions in environments) that produces lateral interfingering of carbonate and clastic 
sediment. Mixtures may also result from sea-level change and/or variations in 
sediment supply, which cause vertical variations in the stratigraphic succession of 
facies, called temporal variability (Budd and Harris, 1990). Thus, siliciclastic facies 
may occur in a lateral interfingering relationship (see Chapter 12) with carbonate 
fades or as distinct interbeds within carbonate successions. Carbonate-siliciclastic 
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Figure 1 1.20 
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Idealized, schematic represen
tation of an ancient barrier reef 
deposit i llustrating typical reef, 
fore-reef, and back-reef facies. 
Based in part on the Upper 
Devonian Swan Hills Reef 
Buildup, central Alberta, Cana
da (Viau, 1983). 
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transitions are known in a variety of envirorunents, including coastal and itmer
shelf, middle- and outer-shelf (including reef), and the slope-to-basin environments 
(Doyle and Roberts, 1988; Lomando and Harris, 1991). They may occur in temperate 
as well as tropical shelf environments (e.g., Haywick, Carter, and Henderson, 1992). 

11.6 EVAPORITE ENVIRONMENTS 

General Statement 

As discussed in Chapter 7, evaporite deposits are composed dominantly of halite 
(NaCl) and the sulfate minerals gypsum (CaS042H20) and anhydrite (CaS04). 
Evaporites are deposited under climatic conditions where evaporation losses ex
ceed precipitation (rain and snow). They are forming today in both nonmarine 
and marine environments. The sites of modern evaporite deposition are very lim
ited in size, however, compared to many an dent evaporite basins that were gjgan
tic. To illustrate, one of the larger modern evaporite deposits occurs in Lake 
Macleod, western Australia, which is about 100 X 50 km in size and contains up 
to 9 m of Holocene evaporites. By contrast, the Messinian (Miocene) Mediter
ranean basins extended over an area of about 2400 X 600 km and have evaporite 
fills up to 2 km thick (Kendall and Harwood, 1996). Although no modern analogs 
for these giant evaporite basins exist, we can nonetheless gain important insight 
into ancient evaporite environments by studying modern environments. 

Modern Evaporite Environments 

Nonmarine Environment 

Figure 7.5 (Chapter 7) illustrates the principal environments in which evaporites 
are forming today. They are present in a variety of small-scale continental settings 
such as springs, desert dunefields, and soils (Smoot and Lowenstein, 1991). They 
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typically form and are most important, however, in closed basins characterized by 
playas (continental sabkhas) that contain an ephemeral lake or salt pan, common-
ly surrounded by saline mudflats (Kendall, 1992). Evaporite minerals are deposit-
ed in salt pans when ephemeral water evaporates and also displacively and as 
cements within adjacent mudflat sediment. In a few continental settings where in-
termontaine basins are fed by perennial streams, perennial saline lakes may exist 
(e.g., Great Salt Lake, Utah). Nonmarine evaporite deposits may contain minerals 
such as borax, epsomite, and trona (see Chapter 7) that are not common in marine 
deposits; however, gypsum, anhydrite, and halite tend to dominate nonmarine 
deposits as they do in marine deposits. 

Shallow Marine Environment 

Modem marine evaporites are forming in two principal kinds of settings: coastal 
sabkhas and salinas (e.g., Handford, 1991; Warren, 1991). Marine sabkhas are 
coastal supratidal mudflats. Evaporite minerals do not precipitate from standing 
water but instead form displacively within sabkha sediments, consisting of carbon
ates and/or siliciclastic deposits, in a capillary zone above a saline water table. 
Water lost by evaporation is replaced by downward seepage of storm-driven sea
water or by interflow of groundwater from continental sources. As illustrated by the 
sabkhas of the Arabian Gulf (Fig. 11.21), evaporite minerals that crystallize within 
the sabkha sediment are mainly gypsum, anhydrite, and carbonates. Algal mats 
(stromatolites) commonly form in associated intertidal to supratidal sediments. 
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Figure 11.21 
Schematic representation 
of vertical and lateral facies 
relationships in sabkhas of 
the Arabian Gulf. 
HWM = high-water mark. 
[From Warren, j. K., and G .  
St. C .  Kendall, 1 985, Com
parison of sequences 
formed in marine sabkha 
(subaerial) and sal ina (sub
aqueous) settings-Mod
ern and ancient: Am. 
Assoc. Petroleum Geolo
gists Bul l . ,  v. 69, Fig. 2, p. 
1 01 5, reprinted by permis
sion of AAPG, Tulsa, Okla.] 
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Figure 1 1 .22 
Environmental setting and 
typical evaporite facies i n  
southern Australia salinas. 
[From Warren, ]. K., and G. 
St. C. Kendall, 1985, Com
parison of sequences 
formed in marine sabkha 
(subaerial) and salina (sub
aqueous) settings-Modern 
and ancient: Am. Assoc. Pe
troleum Geologists Bull., v. 
69, Fig. 4, p. 1 0 1 7, reprint
ed by permission of AAPG, 
Tulsa, Okla.] 

Other modern shallow-marine evaporites are forming in a few marine-fed 
coastal lagoons and salt pans called salinas. Salinas occur in depressions on 
sabkhas, between coastal dunes, on deltas, or in tectonic downwarps behind 
coastal barriers. Modern salinas are particularly common in southern and western 
Australia (e.g., Fig. 11 .22), but they are present also around the margins of the 
Mediterranean, Black, and Red Seas. Salinas differ from sabkhas particularly in 
that evaporite deposits precipitate primarily from surface brine rather than within 
sediment. Gypsum is  the most common mineral in salina deposits; however, some 
salinas such as Lake Macleod, Australia, contain abundant halite. 

Deep-Water Environment 

Water depth in most modern salinas is quite shallow, a few meters at most. The 
Dead Sea, lying between Israel and Jordan, provides a single modern example of a 
deeper water evaporite environment. The Dead about 15-20 km wide and 80 
km long, is fed by the Jordan River. The southern basin of the Dead Sea is  shallow, 
but the northern basin has a brine depth of more than 200 m. Clayey silt i s  the pre
dominant sediment deposited in the basin; however, evaporitic minerals such as 
gypsum, halite, and aragonite are also forming (Garber, Levy, and Friedman, 
1 987}. Although called a sea, the Dead Sea is actually a large, closed, perennial 
saline lake that lies in a rift valley more than 400 m below sea level, and the com
position of its brine differs considerably from that of sea water (Kendall and Har
wood, 1996). Thus, although a deeper water evaporite basin, the Dead Sea is not a 
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modem analog for large central-basin, marine evaporite deposits (discussed below) 
that formed in the geologic past. 

Ancient Evaporite Environments 

Nonmarine Environment 

Because the sites of modern continental evaporite deposition are rather small on 
the whole, geologists have commonly assumed that ancient nonmarine deposits 
are also quite small. Hardie (1984) takes exception to this general perception. He 
maintains that nonmarine evaporite deposits can be as large or as thick as marine 
evaporites, and cites several examples of Tertiary nonmarine salt deposits in Cali
fornia and Nevada, that are 200-600 m thick, to support his view. Still, few large 
ancient nonmarine evaporite deposits are known, and relatively few nonmarine 
deposits of any size have been reported compared to the number of putative an
cient marine evaporite deposits. 

The nonmarine versus marine origin of ancient evaporites is determined 
mainly on the basis of the kinds of fossils in and the sedimentology of associated 
nonevaporite facies. For example, nonmarine evaporites may be associated with 
continental redbeds, alluvial fan sediments, or desert dune deposits. An example 
of this kind of association is illustrated by the Wilkins Peak Member of the Green 
River Formation (Eocene), Wyoming, shown in Figure 8.26 (Chapter 8). Mineralo
gy may also provide clues to nonmarine origin because certain evaporite minerals 
appear to form only under nonmarine conditions (Chapter 7). Other putative an
cient nonmarine evaporite deposits include the sediments of the Tajo Basin 
(Miocene), Spain, filled with more than 1500 m of siliciclastic sediments and asso
ciated evaporites; evaporites associated with fluvial and lacustrine siliciclastic 
sediments in the Newark Basin (Triassic-Jurassic) of the northeastern United 
States; and parts of the Permian Rotliegendes Formation of Europe (Smoot and 
Lowenstein, 1 991). 

Marine Environment 

As mentioned, the great bulk of ancient evaporites and the truly large evaporite 
deposits appear to be of marine origin. Some ancient marine evaporites were 
probably deposited in settings similar to modern coastal sabkhas and salinas. On 
the other hand, many ancient evaporites appear to have formed in broad shelf en
vironments or within marine basins for which there are no good modern analogs. 
Thus, the nature of these ancient environments must be deduced from the rock 
record itself. Consequently, considerable controversy has arisen with respect to 
the nature of these environments, and the question of deep- vs. shallow-water 
origin is particularly troubling. In any case, it now appears that ancient marine 
evaporites likely accumulated in three kinds of settings: small coastal settings 
similar to modern sabkhas and salinas; wide, basin-margin shelves or platforms 
(Fig. 11 .23A); and extensive basin-central environments (Fig. 11 .238). 

Basin-margin evaporites likely formed in vast expanses of evaporitic lagoons 
and mudflats, possibly extending tens of thousands to hundreds of thousands of 
kilometers, throughout which brine depths did not exceed a few meters (Kendall 
and Harwood, 1996). The evaporites consist of anhydrite (originally gypsum) 
and/or halite, which may be interbedded with carbonates and siliciclastic sedi
ment. Cyanobacterial mats may have been present in less saline parts of the set
ting. For example, the San Andreas Formation (Permian) of the Palo Duro Basin, 
Texas, contains more than twenty cycles consisting of anhydritic mudstone over
lain by a regressive succession of carbonate, anhydrite, and bedded halite. These 
cycles range from 1 to 100 m thick and are traceable over more than 10,000 km2, 
with only minor changes in thickness and facies (Hovorka, 1987). 
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Figure 1 1.23 
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Basin-central evaporites accumulated in subsiding basins that may also have 
ranged from tens to thousands of kilometers across (Fig. 11 .238). Some basins had 
very little relief, and evaporites accumulated from shallow bodies of brine or 
within saline mudflats (shallow-basin, shallow-water model; Fig. 11 .2381) .  Siini
lar shallow-water evaporites could form from shallow bodies of brine that existed 
within basins having much greater relief, which were subjected to substantial 
evaporative drawdown (deep-basin, shallow-water model; Fig. 1 1 .2382). Finally, 
deeper water evaporites formed in basins having substantial relief (tens to hun
dreds of meters) and which were largely filled with brine (deep-basin, deep
water model; Fig. 11 .2383). Deep-water evaporites appear to be especially 
characterized by fine, even, widely distributed laminations (see Fig. 7.3). They may 
also include gravity-displaced deposits. The Castille Formation (Permian), Texas 
and New Mexico, is a classic example of a laminated, deep-water evaporite in 
which individual lamina about 2 mm thick can be traced for a distance of 1 13 km 
(Dean and Anderson, 1978). 

As noted in Chapter 7, some kind of barrier must be present between evapo
rative basins and the open ocean to provide partial restriction of ocean-water cir
culation into the basins (see Fig. 7.6). Brine levels in these basins can fluctuate in 
response to changes in rates of sea-water inflow, outflow, and evaporation. Thus, 
deep basins can alternate between deep-water evaporite deposition and shallow
water/mudflat evaporite deposition. Also, deep basins can eventually fill up with 
evaporites and be converted into shallow basins. 

Two of the most impressive ancient marine evaporite deposits are the Permi
an Zechstein evaporites and the Miocene Messinian evaporites. The Zechstein 
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evaporites of the North Sea area were deposited in a huge intercratonic basin that 
extended from the British Isles to eastern Poland and Lithuania. More than 2 km 
of carbonates, evaporites, and siliciclastics were deposited during a period of five 
million years (Menning, Katzung, and Lutzner, 1988). Evaporites include carbon
ates, anhydrite, halite, and potash salts, and deposition took place in settings that 
ranged, at various times, from water as deep as 2 00m to shallow-water brine flats. 

The Miocene Messinian evaporites of the Mediterranean region cover an 
area of about 24 00 X 6 00 km in Sicily and the eastern Apennines. The evaporite 
consists of carbonates, gypsum/anhydrite, halite, and potash salts that range in 
thickness from a few meters at the basin margin to more than 2 km in the basin 
center. The evaporite succession is underlain and overlain by deep-water marine 
sediments, suggesting desiccation of the entire Mediterranean Basin (Kendall and 
Harwood, 1996). A few of the evaporites appear to be sabkha deposits; however, 
most apparently formed in shallow subaqueous environments, whereas a few 
contain evenly laminated beds that suggest deeper water. 
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E
mphasis in preceding parts of this book has been on sedimentary processes, 
the environments in which these processes take place, and the properties of 
sedimentary rocks generated in these environments. In this final part, we 

focus on a different aspect of sedimentary rocks. Our concern here is not so much 
sedimentary processes and detailed rock properties but rather the larger scale ver
tical and lateral relationships between units of sedimentary rock that are defined 
on the basis of lithologic or physical properties, paleontological characteristics, 
geophysical properties, age relationships, and geographic position and distribu
tion. It is the study of these characteristics of layered rocks that encompasses the 
discipline of stratigraphy. Understanding the principles and terminology of 
stratigraphy is essential to geologic study of sedimentary rocks because stratigra
phy provides the framework within which sediments can be studied systematical
ly. It allows the geologist to bring together the details of sediment composition, 
texture, structure, and other features into an environmental and temporal synthe
sis from which we can interpret the broader aspects of Earth history. 

Prior to the 1960s, the discipline of stratigraphy was concerned particularly 
with stratigraphic nomenclature; the more classical concepts of lithostratigraphic, 
biostratigraphic, and chronostratigraphic successions in given areas; and correlation 
of these successions between areas. Lithostratigraphy deals with the lithology or 
physical properties of strata and their organization into units on the basis of litho
logic character. Biostratigraphy is the study of rock units on the basis of the fossils 
they contain. Chronostratigraphy ( chrono = time) deals with the ages of strata 
and their time relations. These established principles are still the backbone of 
stratigraphy; however, today's students must go beyond these basic principles. 
They must also acquire a thorough understanding of depositional systems and be 
able to apply stratigraphic and sedimentological principles to interpretation of stra
ta within the context of global plate tectonics. This means, among other things, be
coming familiar with comparatively new branches of stratigraphy that have 
developed since the early 1960s as new concepts and methods of studying sedimen
tary rocks and other rocks by remote-sensing techniques have unfolded. For exam
ple, the concept of depositional sequences, which are packages of strata bounded by 
unconformities, has gained particular prominence since the late 1970s. This concept 
has now become so important that we refer to study of sequences as sequence 
stratigraphy. Two new offshoots of stratigraphy that have made particularly impor
tant contributions to our understanding of the physical stratigraphic relationships, 
ages, and environmental significance of subsurface strata and oceanic sediments are 
seismic stratigraphy, which is the study of stratigraphic and depositional facies as 
interpreted from seismic data, and magnetostratigraphy, which deals with strati
graphic relationships on the basis of magnetic properties of sedimentary rocks and 
layered volcanic rocks. We also recognize sub-branches of stratigraphy such as event 
stratigraphy (correlation of sedimentary units on the basis of marker beds or event 
horizons), cyclostratigraphy (study of short-period, high-frequency, sedimentary 
cycles in the stratigraphic record, particularly by use of oxygen-isotope data), and 
chemostratigraphy (correlation on the basis of stable isotopes such as oxygen, car
bon, and strontium). Application of these new concepts and techniques makes pos
sible subdivision of stratigraphic successions into relatively small units, e.g., 
< 1000-3000 years for Quaternary strata and 225,000-2,000,000 years for Triassic 
strata (Kidd and Hailwood, 1993). Such fine-scale stratigraphic resolution is now 
commonly referred to as high-resolution stratigraphy. 

We explore all of these stratigraphic concepts in the next few chapters. In the 
final chapter of the book, we take a look at basin analysis. Basin analysis is a kind 
of umbrella under which we integrate and apply all of the sedimentologic and 
stratigraphic principles presented in this book. Together with fundamental tecton
ic concepts, basin analysis allows us to develop an understanding of the rocks that 
fill sedimentary basins in order to interpret their geologic history and evaluate 
their economic significance . 



Lithostratigraphy 

12.1 INTRODUCTION 

Perhaps the most fundamental kind of stratigraphic study is recognition, sub
division, and correlation (establishing equivalency) of sedimentary rocks on 
the basis of their lithology, that is, lithostratigraphy. The term lithology is 

used by geologists in two different but related ways. Strictly speaking, it refers to 
study and description of the physical character of rocks, particularly in hand spec
imens and outcrops (Bates and Jackson, 198 0). It is used also to refer to these phys
ical characteristics: rock type, color, mineral composition, and grain size are all 
lithologic characteristics. For example, we may refer to the lithology of a particu
lar stratigraphic unit as sandstone, shale, limestone, and so forth. Thus, lithostrati
graphic units are rock units defined or delineated on the basis of their physical 
properties, and lithostratigraphy deals with the study of the stratigraphic relation
ships among strata that can be identified on the basis of lithology. 

In this chapter, we begin study of stratigraphic principles by briefly dis
cussing the nature of lithostratigraphic units, followed by exploration of the vari
ous types of contacts that separate these units. We then consider the important 
concepts of sedimentary facies and depositional sequences. The essentials of 
stratigraphic nomenclature and classification as they apply to lithostratigraphic 
units are discussed next, including examination of the North American Code of 
Stratigraphic Nomenclature. Finally, correlation of lithostratigraphic units is ex
plained and the various methods of correlation described. 

12.2 TYPES OF LITHOSTRATIGRAPHIC UNITS 
Lithostratigraphic units are bodies of sedimentary, extrusive igneous, metasedi
mentary, or metavolcanic rock distinguished on the basis of lithologic characteris
tics. A lithostratigraphic unit generally conforms to the law of superposition, 
which states that in any succession of strata, not disturbed or overturned since de
position, younger rocks lie above older rocks. Lithostratigraphic units are also com
monly stratified and tabular in form. They are recognized and defined on the basis 
of observable rock characteristics. Boundaries between different units may be 
placed at clearly identifiable or distinguished contacts or may be drawn arbitrarily 
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within a zone of gradation. Definition of lithostratigraphic units is based on a 
stratotype (a designated type unit), or type section, consisting of readily accessible 
rocks, where possible, in natural outcrops, excavations, mines, or bore holes. 
Lithostratigraphic units are defined strictly on the basis of lithic criteria as deter
mined by descriptions of actual rock materials. They carry no connotation of age. 
They cannot be defined on the basis of paleontologic criteria, and they are inde
pendent of time concepts. They may be established in subsurface sections as well 
as in rock units exposed at the surface, but they must be established on the basis of 
lithic characteristics and not on geophysical properties or other criteria. Geophys
ical criteria, described in Chapter 13, may be used to aid in fixing boundaries of 
subsurface lithostratigraphic units, but the units cannot be defined exclusively on 
the basis of remotely sensed physical properties. 

Wheeler and Mallory (1956) introduced the term lithosome to refer to masses 
of rock of essentially uniform character and having intertonguing relationships with 
adjacent masses of different lithology. Thus, we speak of shale lithosomes, limestone 
lithosomes, sand-shale lithosomes, and so forth. Krumbein and Sloss (1963) clarify 
the meaning of lithosome by asking readers to imagine the body of rock that would 
emerge if it was possible to preserve a single rock type, such as sandstone, and dis
solve away all other rock types. The resulting sandstone body would thus appear as 
a roughly tabular mass with intricately shaped boundaries. These irregular bound
aries would represent its surfaces of contact with erosion surfaces and with other 
rock masses of differing constitution above, below, and to the sides. Lithosomes 
have no specified size limits and may range in gross shape from thin, sheetlike or 
blanketlike units to thick prisms, or narrow, elongated shoestrings. 

Of course, stratigraphic units of a single lithology rarely exist as isolated bod
ies. They are commonly in contact with other rock bodies of different lithology. An 
important part of lithostratigraphy is identifying and understanding the nature of 
contacts between vertically superposed or laterally adjacent bodies. Another impor
tant aspect is the identification of single lithosomes, groups of lithosomes, or subdi
visions of lithosomes that are so distinctive that they form lithostratigraphic units 
that can be distinguished from other units that may lie above, below, or adjacent. 

The fundamental lithostratigraphic unit of this type is the formation. A 
formation is a lithologically distinctive stratigraphic unit that is large enough in 
scale to be mappable at the surface or traceable in the subsurface. It may encom
pass a single lithosome, or part of an intertonguing lithosome, and thus consist of 
a single lithology. Alternatively, a formation can be composed of two or more 
lithosomes and thus may include rocks of different lithology. Some formations 
may be divided into smaller stratigraphic units called members, which, in tum, 
may be divided into smaller distinctive units called beds. Beds are the smallest 
formal lithostratigraphic units. Formations having some kind of stratigraphic 
unity can be combined to form groups, and groups can be combined to form 
supergroups. All formal lithostratigraphic units are given names that are derived 
from some geographic feature in the area where they are studied. 

Subdivision of thick units of strata into smaller lithostratigraphic units such 
as formations is essential for tracing and correlating strata both in outcrop and in 
the subsurface. We will come back to discussion of these formal stratigraphic units 
near the end of this chapter. First, however, we examine the nature of contacts be
tween stratigraphic units and the lateral and vertical facies relationships that char
acterize strata. 

12.3 STRATIGRAPHIC RELATIONS 
Different lithologic units are separated from each other by contacts, which are pla
nar or irregular surfaces between different types of rocks. Vertically superposed 
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strata are said to be either conformable or unconformable depending upon conti-
nuity of deposition. Conformable strata are characterized by unbroken deposi-
tional assemblages, generally deposited in parallel order, in which layers are 
formed one above the other by more or less uninterrupted deposition. The surface 
that separates conformable strata is a conformity, that is, a surface that separates 
younger strata from older rocks but along which there is no physical evidence of 
nondeposition. A conformable contact indicates that no significant break or hiatus 
in deposition has occurred. A hiatus is a break or interruption in the continuity of 
the geologic record. It represents periods of geologic time (short or long) for which 
there are no sediments or strata. 

Contacts between strata that do not succeed underlying rocks in immediate 
order of age, or that do not fit together with them as part of a continuous whole, 
are called unconformities. Thus, an unconformity is a surface of erosion or 
nondeposition, separating younger strata from older rocks, that represents a 
significant hiatus. Unconformities indicate a lack of continuity in deposition and 
correspond to periods of nondeposition, weathering, or erosion, either subaerial 
or subaqueous, prior to deposition of younger beds. Unconformities thus repre
sent a substantial break in the geologic record that may correspond to periods of 
erosion or nondeposition lasting millions or even hundreds of mi llions of years. 

Contacts are also present between laterally adjacent lithostratigraphic units. 
These contacts are formed between rock units of equivalent age that developed 
different lithologies owing to different conditions in the depositional environ
ment. Excluded from discussion here are contacts between laterally adjacent bod
ies that arise from postdepositional faulting. Contacts between laterally adjacent 
bodies may be gradational, where one rock type changes gradually into another, 
or they may be intertonguing, that is, pinching or wedging out within another for
mation (see Figures 12.1-12.4). 

Contacts between Conformable Strata 

Contacts between conformable strata may be either abrupt or gradational. Abrupt 
contacts directly separate beds of distinctly different lithology (Figs. 12 .1,  12.2). 
Most abrupt contacts coincide with primary depositional bedding planes that 
formed as a result of changes in local depositional conditions, as discussed in 
Chapter 4; thus, the contacts are commonly very sharp. In general, bedding planes 
represent minor interruptions in depositional conditions, Such minor deposition
al breaks, involving only short hiatuses in sedimentation with little or no erosion 
before deposition is resumed, are called diastems. Abrupt contacts may be caused 
also by postdepositional chemical alteration of beds, producing changes in color 
owing to oxidation or reduction of iron-bearing minerals, changes in grain size 
owing to recrystallization or dolomitization, or changes in resistance to weather
ing owing to cementation by silica or carbonate minerals. 

Conformable contacts are said to be gradational if the change from one 
lithology to another is less marked than abrupt contacts, reflecting gradual change 
in depositional conditions with time (Fig. 12.1  ). Gradational contacts may be of ei
ther the progressive gradual type or the intercalated type. Progressive gradual 
contacts occur where one lithology grades into another by progressive, more or 

less uniform changes in grain size, mineral composition, or other physical charac
teristics. Examples include sandstone units that become progressively finer 
grained upward until they change to mudstones, or quartz-rich sandstones that 
become progressively enriched upward in lithic fragments until they change to 
lithic arenites. Intercalated contacts are gradational contacts that occur because of 
an increasing number of thin interbeds of another lithology that appear upward in 
the section (Figs. 12.1 ,  12 .3). 
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Figure 12.1 
Schematic representation of 
the principal kinds of vertical 
and lateral contacts between 
lithologic un its. Vertical con
tacts include abrupt, pro
gressive gradual, and 
intercalated. Lithologic un its 
may be laterally continuous 
or they may change laterally 
by pinchout, intertonguing, 
or lateral gradation. See 
Figures 1 2.2-1 2.4 for exam
ples of actual contacts. 

Figure 1 2.2 
Abrupt contact (arrow) between massive
bedded sandstone below and fine-grained 
cong lomerate above. Miocene deposits near 
Blacklock Point, Southwest Oregon Coast. 

Contacts between Laterally Adjacent lithosomes 

In addition to vertical boundaries delineated by contacts, stratigraphic wuts also 
have finite lateral boundaries. They do not extend indefinitely laterally but must 
eventually terminate, either abruptly as a result of erosion or more gradually by 
change to a different lithology. Some sedimentary w1its are laterally discontinuous 
in the sense that lateral changes in lithology may occur within single outcrops or at 
least within a local area. Many nonmarine deposits, such as alluvial-fan deposits, 
exhibit such lateral discontinuity. Lateral changes may be accompanied by pi1ogres
sive tl1inning of units to extinction-pinch-outs (Figs. 12.1, 12.4); lateral splitting of 
a lithologic unit into many thin Lmits that pinch-out independently-intertonguing; 
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Figure 1 2.3 
Gradation from sandstone below through a 
zone of intercalated thin conglomerates and 
sandstones (light) to conglomerate at the 
top of the section. Miocene deposits near 
Blacklock Point. Southwest Oregon Coast. 

Figure 1 2.4 
Pinch-out. Note how the sandstone bed 
(light) pinches out abruptly to the right and 
disappears into the conglomerate. Creta
ceous (?) deposits, near Ash land, southern 
Oregon. 

or progressive lateral gradation, similar to progressive vertical gradation. We 
speak of sedimentary units that do not terminate ""ithin single outcrops or local 
areas as being laterally continuous (Fig. 12.1).  If traced far enough, of course such 
units must also eventually terminate. Many marine strata such as shelf sandstones, 
limestones , and central-basin evaporites exhibit lateral continuity. 

Unconformable Contacts 

As mentioned,  contacts between strata that do not succeed underlying rocks verti
cally in immediate order of age are called unconformities. Four types of uncon
formable contacts (unconformities) are recognized : (1)  angular unconformity, (2) 
disconformity, (3) paraconformity, and (4) nonconformity (Fig. 12.5). Unconformi
ties are recognized by an angular relationship between strata (angular unconfor
mities},. the presence of a marked erosional surface separating these strata (e.g., 
disconformities), marked disparity in age of rocks above and below the unconfor
mity (e.g., paraconformities) , and the nature of the rocks underlying the surface of 
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Figure 12.5 
Schematic representation of four basic kinds of unconfor
mities. Arrows indicate the unconformity surface. For the 
purpose of illustration, the youngest strata below the un
conformity surface in each diagram is shown to have a 
(hypothetical) age of 1 00 million years and the oldest 
strata above the unconformity surface an age of 50 mil
lion years, indicating a hiatus in each case of 50 million 
years. [Modified from Dunbar, C. 0., and ] .  Rodgers, 
1 957, Principles of stratigraphy: john Wiley & Sons, New 
York, Fig. 5 7, p. 1 1 7, reprinted by permission.] 

A. Angular Unconformity 

B. Disconformity 

C. Paracontormity 

D. Nonconformity 

unconformity. The first three types of unconformities occur between bodies of 
sedimentary rock. Nonconformities occur between sedimentary rock and meta
morphic or igneous rock. 

Angular Unconformity 

An angular unconformity is a type of unconformity in which younger sediments 
rest upon the eroded surface of tilted or folded older rocks; that is, the older rocks 
dip at a different, commonly steeper, angle than do the younger rocks (Fig. 12.5A). 
The unconformity surface may be essentially planar or markedly irregular. Angular 



1 2.3 Stratigraphic Relations 405 

Figure 12.6 
Major angular unconformity 
(arrow) between tilted sedimentary 
rocks of the Grand Canyon Group 
(Precambrian) and overlying, nearly 
horizontal, Tapeats Sandstone 
(Cambrian). Younger Paleozoic stra
ta are exposed above the Tapeats. 
View from Desert Overlook, South
east Rim, Grand Canyon, Arizona. 

unconformities may be confined to limited geographic areas (local tmconformities) 
or may extend for tens or even hundreds of kilometers (regional unconformities). 
Some angular unconformities are visible in a single outcrop (Fig. 1 2.6). By con
trast, regional unconformities between stratigraphic units of very low dip may not 
be apparent in a single outcrop and may require detailed mapping over a large 
area before they can be identified. 

Disconformity 

An unconformity surface above and below which the bedding planes are essen
tially parallel and in which the contact between younger and older beds is 
marked by a visible, irregular or uneven erosional surface is a disconformity (Fig. 
12.5B). Disconformities are most easily recognized by this erosional surface, 
which may be channeled and which may have relief ranging to tens of meters. 
Disconformity surfaces, as well as angular unconformity surfaces, may be 
marked also by "fossil" soil zones (paleosols) or may include lag-gravel deposits 
that lie immediately above the unconformable surface and tha t  contain pebbles 
of the same lithology as the lithology of the underlying unit. Disconformities are 
presumed to form as a result of a significant period of erosion throughout which 
older rocks remained essentially horizontal during nearly vertical uplift and sub
sequent dowt'l

'
warping. 

Paraconfonnity 

A paraconformity is an obscure unconformity characterized by beds above and 
below the unconformity contact that are parallel and in which no erosional 
surface or other physical evidence of unconformity is discernible. The uncon
formity contact may even appear to be a simple bedding plane (Fig. 12.5C). 
Paraconformities are not easily recognized and must be identified on the basis of 
a gap in the rock record (because of nondeposition or erosion) as determined 
from paleontologic evidence such as absence of fa unal zones or abrupt faunal 
changes. In other words, rocks of a particular age are missing, as determined by 
fossils or other evidence. 
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Nonconformity 

An unconformity developed between sedimentary rock and older igneous or mas
sive metamorphic rock that has been exposed to erosion prior to being covered by 
sediments is a nonconformity (Fig. 12.50). Nonconformity surfaces probably rep
resent an extended period of erosion. 

Significance of Unconformities 

The presence of unconformities has considerable significance in sedimentological 
studies. Many stratigraphic successions are bounded by unconformities, indicat
ing that these successions are incomplete records of past sedimentation. Not only 
do unconformities show that some part of the stratigraphic record is missing, but 
they also indicate that an important geologic event took place during the time pe
riod (hiatus) represented by the unconformity-an episode of uplift and erosion 
or, likely, an extended period of nondeposition. 

12.4 VERTICAL AND LATERAL SUCCESSIONS OF STRATA 

Nature of Vertical Successions 

As discussed, conformities and unconformities divide sedimentary rocks into ver
tical successions of beds, each characterized by a particular lithologic aspect. Dif
ferent types of beds can succeed each other vertically in a great variety of ways, 
and distinctions can be drawn between rock units characterized by lithologic uni
formity, lithologic heterogeneity, and cyclic successions. Rock units that have 
complete lithologic uniformity are rare, although many beds may display a high de
gree of uniformity in color, grain size, composition, or resistance to weathering. 
Beds that are most likely to be uniform are fine-grained sediments deposited 
slowly under essentially uniform conditions in deeper water, or coarser sediments 
that have been deposited rapidly by some type of mass sediment transport mech
anism such as grain flow. By contrast, heterogeneous bodies of sedimentary strata 
are characterized by internal variations or irregularities in properties. Heteroge
neous units may include strata such as extremely poorly sorted debris-flow de
posits, as well as thick units broken internally by thinner beds characterized by 
differences in grain size or bedding features. 

Cyclic Successions 

Many stratigraphic successions display repetitions of strata that reflect a succes
sion of related depositional processes and conditions that are repeated in the 
same order. Such repetitious events are referred to as cyclic sedimentation or 
rhythmic sedimentation. Cyclic sedimentation leads to the formation of vertical 
successions of sedimentary strata that display repetitive orderly arrangement of 
different kinds of sediments. The term cyclic sediment has been used for a wide 
variety of repetitious strata including such small-scale features as presumed an
nually deposited varves in glacial lakes as well as large-scale sediment cycles 
caused by long-period, recurring migration of depositional environments. Other 
common examples of repetitive deposits include rhythmically bedded turbidites, 
laminated evaporite deposits, limestone-shale rhythmic successions, coal cy
clothems (repeated cycles involving coal deposition), black shale deposits, and 
chert deposits. Cyclic successions occur on all continents in essentially every 
stratigraphic system. They are produced by processes that range in geographic 
scope and duration from very local, short-term events-such as seasonal climatic 
changes that generate varves-to global changes in sea level that may involve en
tire geologic periods. 
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Figure 1 2.7 
Autocyclic (a) and a llocyclic (b) mechanisms that 
generate rhythmic and cyclic successions. [From Ein
sele, G., W. Rieken, and A. Seilacher, 1 99 1 ,  Cycles 
and events in stratigraphy-Basic concepts and 
terms, in Einsele, G., W. Rieken, and A. Seilacher 
(eds.), Cycles and events in stratigraphy. Fig. 4, p. 9 ,  
reproduced by permission of Springer-Verlag, Berlin.] 

On the basis of the mechanisms that form cyclic deposits, two kinds of cyclic 
successions are recognized: autocyclic and allocyclic (Fig. 12.7). Autocyclic suc
cessions are controlled by processes that take place within the basin itself, and 
their beds show only limited stratigraphic continuity. Examples include nonperi
odic storm beds and turbidites. Allocyclic successions are caused mainly by vari
ations external to the depositional basin. Fundamentally, these variations are 
caused by changes in climate and tectonic movements. For example, climate can 
influence sea level, waxing and waning of continental glaciers, and sedimentary 
processes such as deposition of evaporites. Tectonic movements affect sea level 
and water depth. Allocyclic successions may extend over long distances and per
haps even from one basin to another (Einsele, Rieken, and Seilacher, 1991a). 

Several scales of allocyclic successions have been postulated, all of which are 
related in one way or another to changes in climate and sea level and tectonism 
(Fig. 12.8). Very long term eustatic cycles (rise and fall of global sea level) that ap
pear to take 200-500 million years (Ma) were referred to by Vail, Mitchum, and 
Thompson (1977b) as first-order cycles (Table 12.1}. [Note: Miall (1997, p. 50) rec
ommends against using the hierarchal classification of cycles as first-order, second
order, etc.; however, this practice is now thoroughly entrenched in the literature and 
is widely followed.] These cycles are too large to see in normal outcrops and must be 
deduced from study of large sets of field exposures or from subsurface information 
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Figure 1 2.8 
Schematic representation of the 
scale of cyclic sedimentation in the 
stratigraphic record. Ma = million 
years, a years; parasequences 
are discussed in Chapter 1 3. [After 
Einsele, G ., W. Rieken, and A. 
Seilacher, 1 991 , Cycles and events 
in stratigraphy-Basic concepts 
and terms, in Einsele, G., W. Rick
en, and A. Seilacher (eds.), Cycles 
and events in stratigraphy, 
Springer-Verlag, Berlin, Fig. 2, p. 3, 
reproduced by permission.] 
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Stratigraphi� �ycles cmd their postulated cjluses 

Type 

First-order 

Second-order 

Third-order 

Fourth-order 

Fiith-order 

Other terms 

Super cycle (Vail, Mitchum, and 
Thompson, 1977b); sequence 
(Sloss, 1963) 
Mesothem (Ramsbottom, 1979); 
mega-cyclothem (Heckel, 1986) 
Cyclothem (Wanless and Wel ler, 
1932); major cycle (Heckel, 1986) 
Minor cycle (Heckel, 1986) 

Duration, m.y. 

200-400 

10-100 

1-10 

0.2-0.5 

0.01-0.2 

Probable cause 

Major eustatic cycles caused by formation 
and breakup of supercontinents 

Eustatic cycles induced by volume changes 
in global mid-ocean spreading ridge system 

Possibly produced by ridge changes and 
continental ice growth and decay 

Milankovitch glacioeustatic cycles, astronomical 
forcing 

Milankovitch glacioeustatic cycles, astronomical 
forcing 

Source; Vail, P R, R. M. Mitchum, jr, and S. Thomp,on, III ( l977b); Miall (1990, p. -!47). 

derived from deep wells or seismic data (Chapter 13). They are not identified di
rectly from lithologic data but rather by application of the techniques of sea-level 
analysis described in Chapter 13. They are postulated to develop by assembly of 
supercontinents (e.g., Pangea) by seafloor spreading and their subsequent 
breakup and dispersal. Sea level falls during times when supercontinents are as
sembled and rises during times of rapid seafloor spreading when continents are 
rifting apart. Two first-order, or supercontinent, cycles appear to have taken place 
during Phanerozoic time (Fig. 12.9). 
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Figure 12.9 
Illustration of first-order and second-order global sea-level cycles. First-order cycles reflect 
variations in production of new oceanic crust (in km2/yr) related to formation and 
breakup of continents, which cause major, long-term changes in sea level. Second-order 
cycles are related to changes in volume of oceanic spreading centers. [Modified from Plint 
et al., 1 992, Control of sea-level changes, in Walker, R. G., and N. P. james (eds.), Facies 
models-Response to sea level change: Geol. Assoc. Canada, Fig. 3, p. 1 8, reproduced by 
permission. Cl imate states are after Fischer ( 1 98 1 ); the second-order cycles (Tejas, Zuni, 
etc. are named for Sloss' (1 963) sequences.] 

Fischer ( 1984) refers to climate states on Earth during cool periods as icehouse 
states and those during warm periods, when greenhouse gases such as C02 were 
abundant, as greenhouse states. Fischer (1984) and Frakes, Francis, and Syktus 
( 1992) suggest that three icehouse states and two greenhouse states existed on 
Earth during late Precambrian and Phanerozoic time (Fig. 12 . 10). Note from 
Figure 1 2.10 that fluctuations in ancient sea levels tend to track variations in an
cient temperatures. Temperatures also affect moisture conditions. The wettest pe
riods seem to have been d uring cool periods of the Carboniferous to early Permian 
and the early Tertiary; the driest conditions apparently occurred during the Trias
sic-Jurassic and Devonian warm periods. Evaluating the exact causes of shifts in 
Earth's climate from warm to cool periods and back again is fraught with difficul
ty; however, these changes are related in a complex way to changes in Earth's or
bital parameters, changes in sea levels, increase in carbon dioxide levels in the 
atmosphere owing to volcanic emissions, and removal of carbon dioxide from the 
atmosphere by weathering of silicate rocks. For example, during times of rapid 
seafloor spreading and accretion of crustal rocks (Chapter 1 3), sea level rises 
and volcanic emissions of C02 increases dramatically (Fig. 1 2.9). As mentioned, 
an increase in C02 levels brings on a greenhouse state. Thus, there appears to be a 
reasonably good, but not perfect, correlation between higher sea levels and 
warmer climates (Fig. 12 . 10). 
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Figure 12.10 

Age 
(Ma) 

a; 
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low high 

Estimated mean global temperature curve for Phanerozoic time and 
corresponding climate modes (Frakes et al., 1 992, p.1 94), sea-level 
curve (Vail et al., 1 9 77b), greenhouse-icehouse climate states (Fisch
er, 1 984), and times of major glaciation (Eyles, 1 9 93). Ages from 
GSA 1 999 Geologic Time Scale (see Fig 1 5.3). 

Second-order cycles have durations on the order of tens to hundreds of mil
lion years. Like first-order cycles, these macro-scale cycles are too large to study in 
normal field exposures. The major cause of these cycles is attributed to volume 
changes in oceanic spreading centers; that is, the volume of spreading ridges in
creases (owing to increased heating) and sea level rises during rapid spreading, 
and the volume decreases, with concomitant sea-level fall, during slow spreading. 
Broad, regional cycles of basement elevation (crustal flexing) that occur in response 
to convergent, divergent, and transcurrent plate motions may also contribute to 
second-order cycles (Miall, 1997, p. 53). Sloss (1963) defined six major stratigraphic 
cycles on the North American continent which he called sequences and to which 
he gave Indian names. These sequences, ranging in age from Tertiary to late Pre
cambrian, are second-order cycles that can be recognized and correlated with simi
lar cycles on other continents (e.g., Sloss, 1979). These cycles, generated as a result 
of global sea-level change, represent shorter-duration pulses superimposed on 
longer-duration first-order cycles, also caused by global sea-level change. 

Third-order cycles have episodicities on the order of one to ten million 
years. These cycles can be recognized in normal field exposures, as well as in sub
surface well records and seismic reflection profiles. They have been attributed to 
fluctuations in eustatic sea level (see Chapter 13) owing to changes in spreading 
ridges and/or continental ice growth and decay; however, their origin has not 
been fully established and is still controversial. Also, it has not yet been definitely 
proven that these cycles can be correlated on a global basis. If they are strictly re
gional rather than global in scope, their origin might be related more to tectonic 
mechanisms than to eustatic sea-level changes. 



OBLIQUITY: the tilt of Earth's 
axis changes in a 41 Ka cycle 

12 .4 Vertical and Lateral Successions of Strata 41 1 

PRECESSION: wobble of Earth's 
axis has a 19 to 23 Ka cycle 

ECCENTRICITY: Earth's orbit 
changes shape in the plane of the 
ecliptic in � 1 00 Ka and �400 Ka cycles 

Figure 1 2.1 1 
Diagram of the Earth-Moon-Sun system, 
i l lustrating the causes of oscillations that 
produce changes in the amount of solar 
radiation reaching Earth. These oscilla
tions may, in turn, lead to orbitally forced 
changes in Earth's climate and thus the 
sedimentary record (e.g., cycles). [Modi
fied from House, M. R., 1 995, Orbital 
forcing timescales: An introduction, in 
House, M. R., and A. S. Gale (eds.), Or
bital forcing timescales and cyclostratig
raphy: Geological Society Special 
Publication 85, Fig. 9, p. 1 0, reproduced 
by permission.] 

Many cycles of smaller scale than third-order cycles have now been identi
fied. These cycles, often referred to informally as bed-scale or meter-scale cycles, 
have durations less than one million years. Cycles with durations ranging from 
0.2 to 0.5 million years are called fourth-order cycles, and those with durations 
from 0.01 to 0.2 million years are called fifth-order cycles. It now appears that 
most of these cycles are related to changes in Earth's orbital parameters (Fig. 
12.11). Earth's axis of rotation precesses (the position of the rotational pole wob
bles) in two predominant periods averaging 19,000 and 23,000 years. The axis also 
changes its inclination, called obliquity, from 21S to 24.4° in a cycle of about 
41,000 years. In addition, its orbit changes from almost circular to almost elliptical 
(eccentricity) in two main cycles, one with a cycle of 1 06,000 years, the other with 
a period of 410,000 years. These orbital variations produce cyclic variations in the 
intensity and seasonal distribution of incoming solar radiation. Because of such 
variations, incoming solar radiation may at times be reduced sufficiently to pre
vent complete summer melt of winter snowpack, leading eventually to snowpack 
buildup and subsequent development of continental glaciers with resulting re
moval of large amounts of water from the ocean (lowered sea level). 

These variations in Earth's orbital behavior produce periodic changes of cli
mate, called Milankovitch cycles, which, in tum, influence sea level and deposi
tional patterns and facies (e.g., de Boer and Smith, 1994; Gale, 1998; Schwarzacher, 
1993). Milankovitch was a Serbian mathematician who calculated orbital varia
tions accurately for the first time and showed how these variations affected the 
amount of solar radiation reaching Earth. He suggested that these orbital cycles 
caused climatic changes that led to the ice ages, thus affecting sea levels. This pos
tulated link between orbital cycles, climate, and sea level is sometimes referred to 
as orbital forcing (e.g., de Boer, 1991; House and Gale, 1995). Cycles of Mi
lankovitch frequency are particularly well developed in Quaternary strata, and a 
high-resolution orbital time scale graduated in precession units of 21,000 years has 
been constructed for strata extending back to the base of the M iocene. Mi
lankovitch cycles may also be features of older sedimentary succession; however, 
their frequencies are more d ifficult to identify (Gale, 1 998). Milankovitch cycles 
have been recognized in a variety of rock types including limestone-marl (clayey 
carbonate) successions, limestone-shale successions, limestone-shale-coal succes
sions (cyclothems), chert-shale successions, evaporite deposits, and muds and 
shales consisting of alternating light and dark (organic-rich) layers. The study of 
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Figure 1 2.1 2 
Simplified, schematic repre
sentation of lithofacies. Note 
that one facies may change 
into another lateral ly or verti
cal ly; see also Figure 1 2 . 1 . 
Such relationships are rarely 
seen in a single outcrop (e .g. ,  
Fig. 1 2.4). 

short-period, high-frequency cycles (e.g., Milankovich cycles) is commonly re· 
ferred to as cyclostratigraphy (e.g., Gale, 1998; House and Gale, 1995). 

Note from Figure 12.8 that armual varves constitute cycles of smaller scale 
than Milankovitch cycles. Stratigraphic cycles are discussed further under "Sea
Level Analysis" in Chapter 13. See also Anderson and Goodwin (1990); de Boer 
and Smith (1994); Einsele, Rieken, and Seilacher (1991b); Gale (1998); .and Hc;mse 
and Gale (1995). 

Sedimentary Facies 

Discussion in preceding chapters dealing with depositional environments referred to 
many examples of sediments of one type that grade laterally into sediments of a dif
ferent type, deposited in latera lly contiguous parts of a given depositional setting. 
For example, sandy sediments of the beach shoreface may grade seaward to muddy 
sediments of the shallow irmer-shel£; delta-front sands and silts commonly grade 
seaward to prodelta muds; and shelf-edge skeletal or oolitic carbonate sands grade 
toward the open shelf to pelleted carbonate muds. I have already referred to such lat
erally equivalent bodies of sediment with distirKtive characteristics as facies. Thus, a 
deposit may be characterized by shale facies, sandstone facies, limestone facies, and 
so forth. The concept of facies is so important ir1 stratigraphy that a more detailed ex
planation of the meaning and significance of facies is necessary at this point. 

The term facies was introduced into the geological literature by Nicolas 
Steno in 1669 (Teichert, 1958); however, modern scientific use of the term is credit
ed to the Swiss geologist Amanz Gressly, who used the ,term in 1838 in his de
scription of Upper Jurassic strata in the region of Solo,thurn 1n the Jura Mountams 
to record marked changes in lithology and paleontology of these strata. [See Cross 
and Homewood (1 997) for a discussion of Gressly' s contributions to the science of 
stratigraphy.] Krumbein and Sloss (1963) maintain that Gressly intended to con
fine usage of the term to lateral changes within a stratigraphic unit, such as those 
illustrated in Figure 12.12. Other workers have interpreted Gressly's usage to m
clude vertical changes in the character of rock units as well (Teichert, 1958). Subse
quently, the term has been used with numerous meanings, many of which bear little 
resemblance to Gressly's original meaning. These various meanings have been sum
marized and discussed by Moore (1949), Teichert (1958), Weller (1958), Marke�ich 
(1960), Walker (1992), Pirrie (1998), and many others. The extended meanings of fa
cies have included referring to all strata of a particular type as a certain facies, such 
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as referring to all redbeds as the "redbed facies," and even such nonstratigraphical 
usage as "metamorphic facies," "igneous facies," and "tectonic facies." Because of 
these rather loose and inconsistent usages of the term, the meaning of facies has 
become considerably clouded. 

Moore (1949) described facies as "any areally restricted part of a designated 
stratigraphical unit which exhibits characters significantly different from those of 
other parts of the unit." Facies comprise "one or any two or more different sorts of 
deposits which are partly or wholly equivalent in age and which occur side by 
side or in somewhat close neighborhood." According to Moore's definition, facies 
are restricted in areal extent, but the same facies could be found at different levels 
within the same stratigraphic unit. A different usage of facies that is closer to that 
of Gressly usage-and to that of many European geologists-is to consider facies 
simply as stratigraphic units distinguished by lithological, structural, and organic 
aspects detectable in the field. The areal distribution of facies thus designated may 
not be well known (Blatt, Middleton, and Murray, 1980), in contrast to the restrict
ed areal distribution required by Moore's definition. See also the discussion by 
Walker (1992). Regardless of the exact definition followed in defining facies, it is 
now common practice to designate facies identified on the basis of lithologic char
acteristics as lithofacies, and facies distinguished by paleontologic characteristics 
(fossil content) without regard to lithologic character as biofacies. A facies may be 
divided into subfacies. For example, a thick cross-bedded sandstone facies might 
be divisible into trough cross-bedded and tabular cross-bedded subfacies. Very 
small-scale facies that can be recognized within microscope thin sections or pol
ished sections of rock are referred to as microfacies (Fltigel, 1982). 

An important objective of facies studies is to ultimately make environmental 
interpretations from the facies. Thus, some geologists designate facies on the basis 
of assumed depositional environment and speak of "continental facies," "fluvial 
facies," "delta facies," and so on. Such generic usage involves subjective judg
ments that may not always be justified. It is better to make the usage of facies 
purely descriptive and objective and then make subjective interpretations of envi
ronment on the basis of these descriptive facies (Hallam, 1981). 

Walther's Law of Succession of Facies 

Relationship of Lateral and Vertical Facies 

It is implicit in the concept of facies that different facies represent different deposi
tional conditions and environments. As laterally contiguous environments in a 
given region shift with time in response to shifting shorelines or other geologic 
conditions, facies boundaries also shift so that eventually the deposits of one envi
ronment may lie above those of another environment. This deceptively simple 
idea embodies one of the single most important concepts in stratigraphy-the 
concept that a direct environmental relationship exists between lateral facies and 
vertically stacked or superimposed successions of strata. This concept was first 
formally stated by Johannes Walther in 1894 and is now called the law of the cor
relation (or succession) of facies, or simply Walther's Law. This law has often 
been misstated as "the same facies sequences are seen laterally as vertically." The 
correct statement of the law as translated by Middleton (1973, p. 979) is 

The various deposits of the same facies-area and similarly the sum of the rocks 
of different facies-areas are formed beside each other in space, though in a 
cross-section we see them lying on top of each other . . .  it is a basic statement 
of far-reaching significance that only those facies and facies-areas can be super
imposed primarily which can be observed beside each other at the present 
time. (Walther, 1894). 
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Walther suggests that comparison with recent environments could always 
provide the essential clues for interpretation of ancient facies. Middleton (1973) is 
careful to point out that the law states not that vertical successions always repro
duce the horizontal succession of environments, but merely that only those facies 
can be superimposed that can now be seen side by side. For example, the beach 
and barrier-island environmental setting discussed in Chapter 9 may include sev
eral laterally adjacent environments such as beach, back-barrier lagoon, marsh, 
tidal flat, tidal channel, and tidal delta. Depending upon the manner in which 
these lateral environments shift with time, the vertical successions produced by 
deposition in a particular barrier-island setting might consist only of beach sands 
overlain by lagoonal muds and capped by marsh peats. The entire lateral succes
sion of deposits formed in the contiguous environments may not be preserved. 

Transgressions and Regressions 

The principles embodied in Walther's Law are well illustrated by considering 
transgressive and regressive sedimentary successions. As discussed in Chapters 9 
and 10, transgression refers to movement of a shoreline in a landward direction, 
also called retrogradation. A seaward movement of a shoreline is called regression, 
or progradation. Consider the growth of a delta as  illustrated in Figure 12.13. As 
the delta builds seaward, coarser grained deltaic sediments are deposited on top 
of finer grained prodelta muds. The result is a coarsening upward vertical suc
cession of facies, generated by the progradation of laterally adjacent depositional 

Figure 1 2.13 
Walther's law illustrated by the 
growth of a delta through time. 
Note the successive outbuilding 
of the delta at four different time 
periods (Tl-T 4). With time, the 
shoreline progrades from right to 
left, so that at a single location 
depicting a vertical succession 
(A), a gradual transition from 
prodelta mud to coarser grained 
delta deposits takes place, gener
ating a coarsening-upward suc
cession. [After Pirrie, D. ,  1998, 
I nterpreting the record: Facies 
analysis, in Doyle, P., and M. R. 
Bennett (eds.), Unlocking the 
stratigraphical record: Advances 
in modern stratigraphy, john 
Wiley and Sons, Ltd., Chichester, 
rf'i roduced by permission .] 

T2 



12.4 Vertical and Lateral Successions of Strata 41 5 

environments. Note that the depositional surface (sediment-water interface) rep-
resents a time line, indicating that at any given time prodelta mud was deposited 
at the same time as coarser grained delta sediments. It is the seaward migration of 
the deltaic environment (regression) that brings deltaic sediments on top of 
prodelta muds to create the coarsening-upward vertical succession. 

Transgressions occur during a relative rise in sea level when influx of ter
rigenous sediments from land sources is low enough to allow deeper water marine 
sediments to encroach landward over nearshore deposits (coastal encroachment). 
Transgression will not occur during rising sea level if the influx of terrigenous sed
iments is so high that outbuilding of the shoreline takes place; instead, regression 
occurs. That regression may occur during a relative rise in sea level or during 
static sea level if the influx of terrigenous clastics is high. Regression may also 
occur during a relative fall in sea level. To summarize, transgression occurs only 
during rising sea level. Regression can occur either during rising sea level, if influx 
of terrigenous detritus is high, or during falling sea level. 

Transgression followed by regression tends to produce a wedge of sediments 
in which deeper water sediments are deposited on top of shallower water sedi
ments in the basal part of the wedge, and shallower water sediments are deposit
ed on top of deeper water sediments in the top part of the wedge (Fig. 12.14). Note 
the marked coastal onlap illustrated in Figure 12.14. The initial depositional sur
face at the base of a transgressive succession is commonly an unconformity. The 
bounding surface at the base of a regressive succession can also be an unconfor
mity if a relative fall in sea level is accompanied by erosion. 

Effects of Climate and Sea Level on Sedimentation Patterns 

The preceding discussion shows that both the rate of influx of terrigenous clastic 
sediments and the change in relative sea level exert control on sedimentation 

TERRIGENOUS INFLUX --� SEA LEVEL 

Nonmarine 
Facies 

NO DIFFERENTIAL SUBSIDENCE 

� 

� 
COASTAL ENCROACHMt:t:!.T _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _  ::::"-. 

Figure 1 2.14 
Coastal on lap owing to marine transgression and regression. During relative rise i n  sea 
level, littoral facies may be transg ressive, stationary, or regressive. Neritic (shallow shelf) 
facies may be deepening, shallowing, or compensating (maintaining a given depth). Note 
the wedge of sediment formed during a cycle of transgression-regression. [From Vail, P. R., 
R. M. Mitchum, Jr., and S. Thompson, Ill, 1977, Seismic stratigraphy and global change of 
sea level .  Part 3: Relative changes of sea level from coastal on lap, in Payton, C. E. (ed.), 
Seismic stratigraphy-Application to hydrocarbon exploration: Am. Assoc. Petroleum Ge
ologists Mem. 26, Fig . 4, p. 67, reprinted by permission of AAPG, Tulsa, Okla.] 
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patterns in coastal areas and on the continental shelf. In turn, terrigenous influx is 
itself influenced by tectonism and climatic conditions (e.g., Church and Coe, 
2003). Tectonism produces changes in elevation of sediment source areas and thus 
affects rates of erosion, which generally increase with increase in land elevation. 
Also, source areas at higher elevations and with steeper slopes tend to shed coarser 
sediment than do those at lower elevations. Climate regulates sediment influx by 
controlling rates of weathering and erosion, sediment transport conditions, and 
sedimentation mechanisms. For example, in a given geographic area, significantly 
greater terrigenous influx will occur during periods of heavy rain (e.g., during the 
winter rainy season), when erosion rates are accelerated and stream transport is 
increased, than during dry periods. On a shorter time scale, more sediment, and 
coarser sediment, may be eroded and transported during a single unusually large, 
high-velocity flood that occurs only once every hundred years than during all the 
smaller floods that may have occurred during the preceding hundred years. [See 
Clifton (1988) and Ager (1993a) for discussion of the sedimentologic consequences 
of large, rare, convulsive geologic events.] Thus, the rates of sediment influx and 
the grain sizes of sediments delivered to coastal areas from continents have varied 
throughout geologic time in response to these variables of tectonism and climate. 

Changes in sea level also affect sedimentation patterns in coastal areas. 
Changes in sea level that are worldwide and that affect sea level on all continents 
essentially simultaneously are called eustatic sea-level changes, as mentioned. 
Changes of sea level that affect only local areas are referred to as relative sea-level 
changes. Relative sea level changes may involve some global eustatic change but 
are also affected by local tectonic uplift or downwarping of the basin floor and 
sediment aggradation (buildup). Local tectonics and rates of sedimentation have 
little or no effect on worldwide sea levels. 

Eustatic sea level changes have been attributed to a variety of causes, all of 
which can be lumped under changes in volume of water and changes in volume of 
the ocean basins (Table 12.2) . The most important changes in water volume are 
tied to continental glaciation. Sea level drops during glacial stages when seawater 
is locked up on land as ice, and it rises during interglacial stages as continental ice 

Table 12.2 Postulated mechanisms of sea-level change 

Mechanisms 

1. Ocean steric (thermohaline) volume changes 
Shallow (0-500 m) 
Deep (500--4000 m) 

2. Glacial accretion and wastage 
Mountain glaciers 
Greenland Ice Sheet 
East Antarctic Ice Sheet 
West Antarctic Ice Sheet 

3. Liquid water on land 
Groundwater aquifers 
Lakes and reservoirs 

4. Crustal deformation 
Lithosphere formation and subduction 
Glacial isostatic rebound 
Continental collision 
Seafloor and continental epirogeny 
Sedimentation 

Source: Revelle, 1990. 

Time scale (yr) 

0.1-100 
10-10,000 

10-100 
100-100,000 

1,000-100,000 
100-10,000 

100-100,000 
100-100,000 

100,000-108 
100-10,000 

100,000-108 
100,000-108 
10,000-108 

Order of magnitude 

0-1 m 
0.01-10 m 

0.1-1 m 
0.1-10 m 
10-100 m 
1-10 m 

0.1-10 m 
0.01-0.1 m 

1-lOO m 
0.1-10 m 
10-100 m 
10-100 m 

1-100 m 
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sheets melt. Water may also be tied u p  on land i n  lakes, reservoirs, and ground-
water aquifers. Finally, fluctuations in ocean temperature (Table 12.2) may pro-
duce small variations in sea level. Changes in volume of an ocean basin may be 
brought about by a variety of causes. Sediment infill of an ocean basin, for exam-
ple, would cause sea level to rise. Changes in the volume of the mid-ocean ridge 
system may be another cause. Changes in volume of mid-ocean ridges occur as a 
result of variations in rates of seafloor spreading. An increase in rates of seafloor 
spreading causes an increase in volume of mid-ocean ridges and a consequent rise 
in sea level, and a decrease in spreading rates generates a decrease in ridge vol-
ume and a corresponding fall in worldwide sea level. Pitman (1978) suggests, for 
example, that change in the rate of seafloor spreading from 2 cm/yr to 6 cm/yr in 
the modern ocean could produce a rise in sea level of more than 100 m during a 
period of seventy million years. Correspondingly, a decrease in spreading rate 
back to 2 cm/yr for the next seventy million years would cause sea level to drop 
by more than 100 m. Other possible ways of changing the volume of an ocean 
basin include glacial isostatic rebound, upwarping or downwarping of the 
seafloor, and continental collision (Table 12.2). Isostatic rebound after glaciation 
produces gradual rise in a land surface, which has been depressed owing to 
weight of the ice, after weight of the ice has been removed by melting. 

Changes in sea level and the methods that stratigraphers use to determine 
the magnitude of sea level changes from the stratigraphic record are further dis
cussed under "Sequence Stratigraphy" in Chapter 13. The effects of sea-level 
change on the stratigraphic characteristics of sedimentary rocks are examined in 
detail in that section. 

12.5 NOMENCLATU RE AND CLASSIFICATION 

OF LITHOSTRATIGRAPH IC U NITS 

To bring order to strata and to understand to the fullest extent the geologic history 
recorded in these strata, it is necessary to have a formal system for defining, clas
sifying, and naming geologic units. Such a stratigraphic procedure promotes sys
tematic study of the physical properties and successional relationships of 
sedimentary strata and is essential for interpretation of depositional environments 
and other aspects of Earth history. The need for systematic organization of strata 
was recognized as early as the latter half of the 18th century by European scien
tists such as Johann Gottlob Lehman, Giovanni Arduino, and Georg Christian 
Fiichsel, who made early attempts to organize strata on the basis of relative age 
(Krumbein and Sloss, 1963). The gradual evolution of these efforts to organize and 
classify strata continued through the 18th and 19th centuries and eventually cul
minated in formulation of the internationally used Geologic Time Scale and the 
Geologic (Stratigraphic) Column (Chapters 14  and 15). This evolution is one of the 
more fascinating chapters in the history of stratigraphic study. Succinct sum
maries of these early efforts at stratigraphic classification are given by Weller 
(1960), Krumbein and Sloss (1963), and Dunbar and Rogers (1957). 

Development of the Stratigraphic Code 

Local study of rock strata requires subdivision of the Stratigraphic Column into 
smaller units that are systematically arranged on the basis of inherent properties 
and attributes. The purpose of stratigraphic classification is thus to promote under
standing of the geometry and successions of rock bodies. To ensure uniform usage 
of stratigraphic nomenclature and classification, attempts have been underway for 
several decades to adopt a code of stratigraphic nomenclature that formulates 
views on stratigraphic principles and practices designed to promote standardized 
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classification and formal nomenclature of rock materials. In the United States, 
such codes have been drafted by the Committee on Stratigraphic Nomenclature, 
1933, and its successors, the American Commission on Stratigraphic Nomencla
ture, 1961, and the North American Commission on Stratigraphic Nomencla
ture, 1983. The Code of Stratigraphic Nomenclature published by the American 
Commission on Stratigraphic Nomenclature in 1961, and revised slightly in 
1970, standardized terminology and practices used in stratigraphy in the Unit
ed States at that time and was widely accepted by North American geologists. 
New concepts and techniques, particularly the concept of global plate tectonics, 
have developed in the past few decades. These developments revolutionized 
the earth sciences and necessitated revision of the 1961 Code. In order to incor
porate new concepts and techniques, the North American Commission on 
Stratigraphic Nomenclature published a new North American Stratigraphic 
Code in May 1983. For the convenience of readers, this Code is reproduced in 
full in Appendix C. 

Since publication of the 1983 Code, the North American Commission on 
Stratigraphic Nomenclature (NACSN) has become aware of several places in the 
Code where inconsistencies are present, clarification is needed, or updating and 
revision are required. Such revision and updating are currently in progress. A re
vision of the 1983 Code will likely be published in 2005 (Randall Orndorff, U.S. 
Geological Survey, personal communication, 2004). Unfortunately, this new Code 
will not be available in time to incorporate into the fourth edition of this book. It 
should, however, be available on the Internet prior to publication as an open-file 
report at http : / /www.agiweb.org/nacsn/. Some proposed changes to the Code 
have already been published as North American Commission on Stratigraphic 
Nomenclature Notes 63 and 64 (see Ferrusquia-Villafranca et aL, 2001, and Lenz 
et al., 2001 ). 

The International Stratigraphic Guide, published by the International Sub
commission on Stratigraphic Classification in 1 976 and 1994 (Hedberg, 1976; Sal
vador, 1994), provides a comprehensive treatment of stratigraphic classification, 
terminology, and procedures from an international point of view. In this book I ac
cept and use the terminology of the North American Stratigraphic Code. Readers 
should be aware, however, that some departures from the Code may appear in the 
International Stratigraphic Guide. See also Whittaker et al., 1991, A Guide to Strati
graphical Procedure (in the U.K.). 

Major Types of Stratigraphic Units 

The various categories of stratigraphic units recognized by the Code are summa
rized in Table 12.3. Note that some stratigraphic units (e.g., lithostratigraphic 
units, biostratigraphic units) are based on observable characteristics of rocks. Such 
units are identified in the field on the basis of physical or biological properties that 
can be measured (e.g., grain size), sensed by instruments (e.g., magnetic polarity), 
or described (e.g., sedimentary structures, kinds of fossils). Others are related to 
geologic ages of rocks. Stratigraphic units having time significance may be actual 
units of rock (e.g. chronostratigraphic units) that formed during particular time 
intervals or they may simply be divisions of time (e.g., geochronologic units) and 
not actual rock units. 

Categories and ranks of all stratigraphic units as defined in the 1983 Code, 
and modified slightly in the proposed 2005 Code (Ferrusquia-Villafranca et al., 
2001), are shown in Table 12.4. Procedures and requirements for defining formal 
stratigraphic units are set forth in detail in the Code (Appendix C). These proce
dures include requirements for picking a name, designating a stratotype or type 
section, describing the units, specifying the boundaries between units, and pub
lishing appropriate descriptions of the units in a recognized scientific medium. 
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Material categories based on content or physical limits (composition, texture, fabric, structure, color, fossil content) 
Lithostratigraphic units-conform to the law of superposition and are distinguished on the basis of lithic characteris

tics and lithostratigraphic position 
Lithodemic units-consist of predominantly intrusive, highly metamorphosed, or intensely deformed rock that gen-

erally does not conform to the law of superposition 
Magnetopolarity units-bodies of rock identified by remnant magnetic polarity 
Biostratigraphic units-bodies of rock defined and characterized by their fossil content 
Pedostratigraphic units-consist of one or more pedologic (soil) horizons developed in one or more lithic units now 

buried by a formally defined lithostratigraphic or allostratigraphic unit or units 
Allostratigraphic units-mappable stratiform (in the form of a layer) bodies defined and identified on the basis of 

bounding discontinuities 

Categories expressing or related to geologic age 
Material categories to define temporal spans (stratigraphic units that serve as standards for recognizing and iso

lating materials of a particular age) 
Chronostratigraphic units--bodies of rock established to serve as the material reference for all rocks formed 

during the same spans of time 
Polarity-chronostratigraphic units-divisions of geologic time distinguished on the basis of the record of magne

topolarity as embodied in polarity-chronostratigraphic units 
Temporal (nonmaterial) categories-( not material units but conceptual units, Le., divisions of time) 

Geochronologic units-divisions of time distinguished on the basis of the rock record as expressed by chronos
tratigraphic units 

Polarity-chronologie units-divisions of geologic time distinguished on the basis of the record of magnetopolarity 
as embodied in polarity-chronostratigraphic units 

Diachronic units-comprise the unequal spans of time represented by one or more specific diachronous rock 
bodies, which are bodies with one or two bounding surfaces that are not time synchronous and thus "transgress" 
time 

Geochronometric units-isochronous units (units having equal time duration) that are direct divisions of geologic 
time expressed in years 

Source: North American Commission on Stratigraphic Nomenclature, 1983, North AmPrlcan Stratigraphic Code: Am. Assoc. Petroleum Geologists Bull., v. 67. 

Our immediate concern here is with subdivision and nomenclature of lithostrati
graphic units. Other types of stratigraphic units are described in subsequent parts 
of the text. [Note: Only minor changes in treatment of lithostratigraphic units, as 
described in the 1983 Code, are expected in the revised (2005) version of the Code 
(Randall Orndorff, U.S. Geological Survey personal communication, 2004). Some 
of the proposed minor changes can be viewed in North American Commission on 
Stratigraphic Nomenclature Note 63; see Ferrusquia-Villafranca et al., 2001, or 
http: I I www.agiweb.orgl nacsnl .] 

Formal Lithostratigraphic Units 

The concept of formations and other formal lithostratigraphic units is briefly in
troduced in Section 12.2. In terms of size, the hierarchy of lithostratigraphic units 
in descending order is supergroup, group, formation, member, and bed (Table 
12.5). Although a formation is not the largest lithostratigraphic unit, it is nonethe
less the fundamental unit of lithostratigraphic classification. All other lithostrati
graphic units are defined as either assemblages or subdivisions of formations. Note from 
Table 12.5 that a formation is defined strictly on the basis of lithology. Formations 
may be defined on the basis of a single lithic type, repetitions of two or more lith
ic types, or extreme lithic heterogeneity where such heterogeneity constitutes a 
form of unity when the rock unit is compared with adjacent units. For example, 
a formation might be composed entirely of shale, entirely of sandstone, or of an 
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18ble 1� • s; .. tegories arid ranks ohtrati�ap�d tfuits as d� fu North American 
Coil\l:nissiori ort Stratigraphic Nomenclature Note 63 

I. Material categories based on content or physical limits 

Lithostratigraphic Lithodemic Magnetopolarity Biostratigraphic Pedostratigraphic Allostratigraphic • 

Supergroup Supersuite 
>< 

Group Suite "' Polarity Allogroup "E., 
E Superzone c 

Formation Litlwdeme u Polarity Zone Biozone Geosol Alloformation 
(Interva l, 

Assemblage or 
Abundance) 

Member Polarity Subzone Subbiozone A llomember 
(or Lens, or ! 
Tongue) 

I 

Bed(s) 
or Flow(s) 

IIA. Material categories used to 
define temporal spans 

liB. Nonmaterial categories related to geologic age 

Chrono- Polarity Chrono- I Polarity ! I 
stratigraphic stratigraphic Geochronologic Chronologie Diachronic Geochronornetric 

Eonothem Polarity Eon Polarity Eon 
Superchronozone Superchron 

Erath em Era Era 
(Supersystem) (Superperiod) (Superperiod) 

System Polarity Period Polarity Cilron Episode Period 
(Subsystem) Chronozone (Subperiod) " (Subperiod) c 

Series Epoch � Phase Epoch 

Stage Polarity Age Polarity 0 Span Age ! 
(Substage) Subchronozone (Subage) Subchron (Subage) 

Chronozone Chron Cline ' Chron I 
-.Fundamental units are italicized, 

Sou ret_•: Ferrusquia-Villafranca et at, 2001. 

intimate mixture of sandstone and shale beds that is distinctive because of the 
mixed l ithology. Boundaries of formations, as with all lithostratigraphic units, are 
placed at the position of lithic change. Boundaries between different formations 
may, therefore, occur both vertically and laterally. That is, a formation may be lo
cated above or below another formation or be positioned laterally adjacent to an
other formation where lateral facies changes occur. Illustrations of different types 
of formation boundaries are given in Figure 2, Appendix C. A formation must be of 
sufficient areal extent and thickness to be mappable at the scale of mapping com
monly used in the region where it occurs. 

Formal lithostratigraphic units are assigned names that consist of a geo
graphic name combined with the appropriate rank (formation, member, etc.) or an 
appropriate lithic term, such as limestone, or both. Formation names thus consist 
of a geographic name followed by either the word Formation or a lithic designa
tion. For example, a particular formation might be called the Otter Point Forma
tion (geographic name only) or the Eureka Quartzite (geographic name plus lithic 
designation). The names of members include a geographic name and the word 
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Supergroup-a formal assemblage of related or superposed groups or of groups and formations. 

Group--consists of assemblages of formations, but groups need not be composed entirely of named formations. 

Formation-a body of rock, identified by lithic characteristics and stratigraphic position, that is prevailingly but 
not necessarily tabular and is mappable at Earth's surface and traceable in the subsurface. Must be of sufficient 
areal extent to be mappable at the scale of mapping commonly used in the region where it occurs. The funda
mental lithostratigraphic unit-formations are grouped to form higher-rank lithostratigraphic units and are 
divided to form lower-rank 

Member-the formal lithostratigraphic unit next in rank below a formation and always part of some formation. 
A formation need not be divided entirely into members. A member may extend laterally from one formation to 
another. 

Lens (or lentil)-a geographically restricted member that terminates on all sides within a formation. 

Tongue-a wedge-shaped member that extends beyond the main boundary of a formation or that wedges or 
pinches out within another formation. 

Bed-distinctive subdivisions of a member; the smallest formal l i thostratigraphic unit of sedimentary rock. 
Members commonly are not divided entirely into beds. 

Flow-the smallest formal lithostratigraphic unit of volcanic rock. 

Source: North American Commission on Stratigraphic Nomenclature, 1983, North American Stratigraphic Code: ArtL Asst)('. Pt'trolewrl Geologi::ts Bul!., v. 67. 

Member, or the name may have an intervening lithic designation such as Eau 
Claire Sandstone Member. A group name combines a geographic name with the 
word Group, as in Arbuckle Group. The first letters of all words used in formal 
names of lithostratigraphic units are capitalized. 

The North American Stratigraphic Code of 1983 recognizes that some lithos
tratigraphic bodies are bounded top and bottom by discontinuities (unconformi
ties or diastems). The code introduces the name allostratigraphic unit for such 
mappable stratiform bodies of sedimentary rock that are defined on the basis of 
bounding, laterally traceable discontinuities rather than on the basis of lithologic 
change. The International Stratigraphic Guide (Salvador, 1994) refers to an uncon
formity-bounded unit as a synthem. 

Informal names may be used for l ithostratigraphic units when there is in
sufficient need, insufficient information, or an inappropriate basis to justify 
designation as  a formal unit (Hedberg, 1976). Informal names may be ap
plied to such units as oil sands, coal beds, mineralized zones, quarry beds, 
and key or marker beds. Informal names are not capitalized. Examples of in
formally designated names are "shaley zone," "coal-bearing zone," "pebbly 
beds," and "siliceous-shale member." 

12.6 CORRELATION OF LITHOSTRATIGRAPH IC U N ITS 

Introduction 

In the simplest sense, stratigraphic correlation is the demonstration of equivalency 
of stratigraphic units. Correlation is a fundamental part of stratigraphy, and 
much of the effort by stratigraphers that has gone into creating formal strati
graphic units has been aimed at finding practical and reliable methods of correlat
ing these units from one area to another. Without correlation, treatment of 
stratigraphy on anything but a purely local level would be impossible. 

TI1e concept of correlation goes back to the very roots of stratigraphy. The 
fundamental principles of correlation have been presented in numerous early 
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textbooks on geology and stratigraphy; especially interesting reviews of these 
general principles are given in Dunbar and Rodgers (1957), Weller (1960), and 
Krumbein and Sloss (1963). The continued strong interest in correlation is demon
strated by more recent publication of several books and articles dealing with cor
relation, particularly statistical methods of correlation (e.g., Agterberg, 1990; Cubitt 
and Reyment, 1982; Mann, 1981; Merriam, 1981). 

The fundamental concepts of stratigraphic correlation were already firmly 
established by the 1950s and 1960s. These basic principles are still important 
today; however, the emergence of new concepts and more advanced analytical 
tools have changed our perception of correlation to some degree, as well as 
adding new methods for correlation. The development of the field of magne
tostratigraphy since the late 1950s (Chapter 13), for example, has provided an ex
tremely important new tool for global time-stratigraphic correlation on the basis 
of magnetic polarity events. Also, rapid advances in computer technology and 
availability and the application of computer-assisted statistical methods to strati
graphic problems have added a new quantitative dimension to the field of strati
graphic correlation. This section will attempt to bring out some of these new 
developments, along with discussion of the more "classical" concepts of strati
graphic correlation. 

Definition of Correlation 

In spite of the fact that the concept of correlation goes back to the early history of 
stratigraphy, disagreement has persisted over the exact meaning of the term. His
torically, two points of view have prevailed. One view rigidly restricts the mean
ing of correlation to demonstration of time equivalency, that is, to demonstration 
that two bodies of rock were deposited during the same period of time (Dunbar 
and Rodgers, 1957; Rodgers, 1959). From this point of view, establishing the equiv
alence of two lithostratigraphic units on the basis of lithologic similarity does not 
constitute correlation. A broader interpretation of correlation allows that equiva
lency may be expressed in lithologic, paleontologic, or chronologie terms (Krum
bein and Sloss, 1963). In other words, two bodies of rock can be correlated as 
belonging to the same lithostratigraphic or biostratigraphic unit even though 
these units may be of different ages. It is clear, from a pragmatic point of view, that 
most geologists today accept the broader view of correlation. Petroleum geolo
gists, for example, routinely correlate subsurface formations on the basis of lithol
ogy of the formations, the specific "signatures" recorded within the formations by 
instrumental well logs, or the reflection characteristics on seismic records. The 
1983 North American Stratigraphic Code (Appendix C) recognizes three principal 
kinds of correlation: 

1. Lithocorrelation, which links units of similar lithology and stratigraphic 
position 

2. Biocorrelation, which expresses similarity of fossil content and biostrati
graphic position 

3. Chronocorrelation, which expresses correspondence in age and chronostrati
graphic position 

Even though our concern in this chapter is correlation on the basis of litholo
gy, it is important to clarify the relationship between chronocorrelation and litho
correlation. Chronocorrelation can be established by any method that allows 
matching of strata by age equivalence. Correlation of units defined by lithology may 
also yield chronostratigraphic correlation on a local scale, but when traced regional
ly many lithostratigraphic units transgress time boundaries. Stratigraphic units 
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deposited during major transgressions and regressions are notably time-transgres-
sive. Perhaps the most famous North American example of a time-transgressive 
formation is the Cambrian Tapeats Sandstone in the Grand Canyon region. This 
sandstone is all early Cambrian in age at the west end of the Canyon and all mid-
dle Cambrian in age at the eastern end (Fig. 12.15). Thus, the Tapeats Sandstone, 
which can be traced continuously through the Canyon region, correlates from one 
end of the Canyon to the other as a lithostratigraphic unit but not as a chronos-
tratigraphic unit. The important point stressed here is that the boundaries defined 
by criteria used to establish time correlation of stratigraphic units may not be the 
same as those defined by criteria used to establish lithologic correlation. Because 
of this fact, different methods of correlation (lithocorrelation, biocorrelation, 
chronocorrelation) may yield different results when applied to the same strati-
graphic succession. 

Another point that requires some clarification is the difference between 
matching of stratigraphic units and correlation of these units. Matching has been 
defined simply as correspondence of serial data without regard to stratigraphic 
units (Schwarzacher, 1975; Shaw, 1982). For example, two rock units identified in 
stratigraphic sections at different localities as having essentially identical lithology 
(e.g., two black shales) can be matched on the basis of lithology; however, these 
units may have neither time equivalence nor lithostratigraphic equivalence. Phys
ical tracing of the units between the localities may show that one unit lies strati
graphically above the other. Matching by lithologic characteristics in this 
particular case does not constitute d emonstration of equivalence. Shaw (1982) 
states that the process of correlation is the demonstration of geometric relation
ships between rocks, fossils, or successions of geologic data for interpretation and 
inclusion in facies models, paleontologic reconstructions, or structural models. 
The object of correlation is to establish equivalency of stratigraphic units between 
geographically separated parts of a geologic unit. Implicit in this definition is the 
concept that correlation is made between stratigraphic units, that is, lithostrati
graphic units, biostratigraphic units, or chronostratigraphic units. The difference 
between correlation and matching is illustrated in Figure 12.16. Figure 12.16A 
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Figure 12.15 
Change in age of the basal 
Cambrian Tapeats Sand
stone across the Grand 
Canyon region. [From 
Clark, T. H., and C. W. 
Stern, 1 968, Geological 
evol ution of North Ameri
ca, 2nd ed., Fig.  7 .1 0, p. 
1 26, reprinted by permis
sion of John Wiley & Sons, 
Inc. Originally from E. D. 
McKee, 1 954, Cambrian 
history of the Grand 
Canyon region, Part 1 .  
Stratigraphy and ecology 
of the Grand Canyon 
Cambrian: Carnegie lnst. 
Washington Pub. 563, 
Washington, D.C.} 
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Figure 1 2.16 
I l lustration of the difference 
between matching and cor
relation. A. Apparent corre
lation achieved by matching 
of similar-appearing strata. 
B. Actual lithocorrelation. 
[After Shaw, A. B., 1 964, 
Time in stratigraphy, Fig. 
30. 1 ,  p. 2 1 4, McGraw Hill, 
New York.] 
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shows two stratigraphic sections that appear to be perfectly matched. The actual 
lithocorrelation is shown in Figure 12.1 6B. The tie lines in Figure 12.16A do not 
constitute correlation because they do not encompass equivalent lithostratigraphic 
units. 

Correlation can be regarded as either direct (formal) or indirect (informal) 
(Shaw, 1982). Direct correlation can be established physically and unequivocally. 
Physical tracing of continuous stratigraphic units is the only unequivocal method 
of showing correspondence of a lithic unit in one locality to that in another. 
Indirect correlation can be established by numerous methods, such as visual com
parison of instrumental well logs, polarity reversal records, or fossil assemblages; 
however, such comparisons have different degrees of reliability and can never be 
totally unequivocal. 

Lithocorrelation 

We turn now to the methods used for correlating strata on the basis of lithology. 
Methods of biocorrelation and chronocorrelation are discussed in appropriate sec
tions of Chapters 14 and 15. 

Continuous Lateral Tracing of Lithostratigraphic Units 

Direct, continuous tracing of a lithostratigraphic unit from one locality to another 
is the only correlation method that can establish the equivalence of such a unit 
without doubt. This correlation method can be applied only where strata are con
tinuously or nearly continuously exposed. The most straightforward way of trac
ing lithostratigraphic units laterally is by walking out the beds. A geologist who 
traces a stratigraphic unit continuously from one locality to another by walking 
along the top of a particular bed can be quite confident that correlation has been 
established. Thus, the application of field boots and a bit of physical effort yields 
the satisfaction of achieving a virtually unequivocal correlation. Another useful, 
but somewhat more equivocal, method of tracing stratigraphic units laterally is to 
follow the beds on aerial photographs. In areas where surface exposures are abun
dant and visibility is little hampered by soil or vegetation cover, lateral tracing of 
thick, distinctive stratigraphic units on aerial photographs can be done rapidly 
and effectively. This method is limited to tracing of d istinctive beds that are thick 
enough to show up on photographs of a suitable scale (e.g., Fig. 12.17). 

Although physical tracing of beds is the only unequivocal method of corre
lation, it is not without limitations. The most serious of these is the fact that in 
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Figure 12.17 
Excel lent exposure of nearly flat-lying Permi
an-Pennsylva n ia n  strata, a l lowing continuous 
tracing of beds for considerable distances, 
Goosenecks of the San juan River, Utah.  

most areas, geologists cannot trace beds continuously for more than a very short 
distance before encountering areas covered by soil or vegetation, structural com
plications (faults), or erosional terminations, as across a large valley. In fact, it is 
often impossible to trace a given stratigraphic unit more than a few hLmdred me
ters before the uni.t is lost for one of these reaso{ls. An additional problem may 
arise if the beds being traced pinch out or merge with others laterally, a very com
mon occurrence in nonmarine strata. In such a case, tracing of an individual bed 
or bedding plane will be impossible. Therefore, in practice, geologists commonly 
trace a gross lithostratigraphic W1it (e.g., a member or a formation) consisting of 
beds of like character, rather than trying to trace individual beds. 

Lithologic Similarity and Stratigraphic Position 

Lithologic Similarity. Geologists working in areas where direct lateral tracing of 
beds is not possible must depend for correlation of lithostratigraphic units upon 
methods that match strata from one area to another on the basis of lithologic simi
larity and stratigraphic position. Because matching of strata does not necessarily 
indicate correlation, correlation by lithologic similarity has varying degrees of re
liability. The success of such correlation depends upon the distinctiveness of the 
lithologic attributes used for correlation, the nature of the stratigraphic succession, 
and the presence or absence of lithologic changes from one area to another. Facies 
changes that take place in lithostratigraphic units between two areas under study 
obviously complicate the problem of lithologic correlation. 

Lithologic similarity can be established on the basis of a variety of rock prop
erties. These properties include gross lithology (e.g., sandstone, shale, or lime
stone), color, heavy mineral assemblages or other distinctive mineral assemblages, 
primary sedimentary structures such as bedding and cross-lamination, and even 
thickness and weathering characteristics. The greater the number of properties 
that can Q� used to e�tablish a match between strata, the stronger the likelihood of 
a reliable ma.tch. A single property such as color or thkkness may change laterally 
within a given stratigraphie unit, but a suHe of distinctive lithologic properties is 
less likdy to change. I cauHon again that matching of strata on the basis of litholo
gy is not a guarantee that correlation has been estab�ished. Strata with very simi
lar lithologie characteristics. can .forJU in similar depositional environments widely 
separated in fime or space. It may be quite possi<ble, for example, to obtain an excel
lent lithologic match between � dear}, well-sorted, cross-bedded, eolian sandstone 
unit of Triassic age and a lithologicaHy vjrtually identicat sandstone of Jurassic age, 



426 Chapter 12 I Lithostratigraphy 

Figure 1 2.18 

yet these sandstones do not correlate as either lithostratigraphic or chronostrati
graphic units. Correlation on the basis of lithologic identity is particularly difficult 
between cyclic successions, such as the Pennsylvanian cyclothems of the United 
States midcontinent region. Very similar successions of units can be repeated over 
and over in the str.atigraphic section ow-ing to the fact that similar environmental 
conditions can reappear in a region time after time during repeated transgressive
regressive cycles of depositi<em. 

The most reliable lithologic correlations are made when it is possible to 
match not just one or two distinctive beds or rock types but a succession of sever
al distinctive units. For e)(ample, the Triassic and Jurassic formations of ithe Col
orado Plateau in the western United States consist of a highly distinctive 
succession of largely nonmarine red to green siltstone and mudstone units (the 
Moenkopi, Chinte, Kayenta, Summerville, and Mor.rison Formations) interstrati
fied with red to white, cross-bedded eolian (?) sandstones (the Wingate, Navajo, 
and Entrada Formations). Some of these formations are shown in Figure 12.18. 
This succession of formations is so d�istinctive that it can be recognized and corre
lated lithologically with considerable confidence <:>Ver wide areas on ,the Colorado 
Plateau (Figure 12.19). In some cases, it may be possible to improve the reliability 
of correlation by applying statistical and computer-assisted techniques. These 
quantitative methods can provide a probability measure of whethe.r a proposed 
correlation is valid or invalid (Agterberg, 1990). 

Stratigraphic Position in a Succession. The preceding illustration points out the im
portance of position in a stratigraphic succession when correlating units by litho
logic identity. Several of the Colorado Plateau formations are lithologically 
similar, but because they occur in a succession of strata distinctive enough to be 
correlated from one area to another, individual formations can be correlated also 
by their position in this succession. Another way in which position in a strati
graphic succession is important has to do with establishing correlation of strata by 
relation to some highly distinctive and easily correlated unit or unrts. Such dis

tinctive beds serve as control units for correlation of other strata above and below. 
For example, a thin, ash-fall unit or bentonite bed may be present and easily rec
ognized throughout a particular region. If it is the only such bed in the strati
graphic succession in the region, and thus carmot be confused with any other bed, 
it can serve as a key bed, or marker bed, to which other strata are related. Strata 
immediately above or below this control unit can be correlated with a reasonable 

Well-exposed, distinctive Triassic Formations 
(Wingate, Chinle, Moenkopi) that can be 
correlated over wide areas in Utah and 
Colorado. 
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1 .  Green River 
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2. Westwater 

Figure 1 2.19 
Correlation of strata between two localities on 
the Colorado Plateau on the basis of s imi lar 
l ithology of d istinctive stratigraphic un its. 
[From M intz, L W., 1 981 , Historical geology, 
The science of a dynamic Earth, 3 rd ed., Fig. 
1 0 . 1 , p. 241 , reprinted by permission of 
Charles H.  Merril l  Pub. Co., Columbus, Ohio.] 

degree of confidence with strata that are in a similar stratigraphic position with re
spect to the control unit in other areas. If two or more marker beds are present in a 
succession, they give even greater reliability to correlation of units that lie be
tween the marker beds. Obviously, correlation becomes more equivocal with in
creasing stratigraphic separation above or below the control units. 

Correlation by Instrumental Well Logs 

Well logs are simply curves sketched on paper charts that are produced from data 
obtained from measurements in well bores. These traces record variations in such 
rock properties as electrical resistivity, transmissibility of sound waves, or adsorp
tion and emission of nuclear radiation in the rocks surrounding a borehole. These 
variations are a reflection of changes in features such as gross lithology, mineralo
gy, fluid content, and porosity in the subsurface formations. Thus, correlation by 
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Figure 1 2.20 

use of well logs is not based totally on lithology. Nonetheless, most of the rock 
properties measured by well logs are closely related to lithology. 

Well logs are obtained by the following procedure. After an exploratory well 
is drilled by a petroleum company, the well is logged before being completed as an 
oil or gas producer or abandoned as a dry hole. The logging procedure begins with 
lowering an instrument called a sonde to the bottom of the well bore (Fig. 12.20). 
The sonde may be designed to measure the electrical resistivity of a rock unit, nat
ural or induced gamma radiation emitted by the unit, the velocity of sound waves 
passing through the rock, or other rock properties. As the sonde is slowly with
drawn from the bore hole through a succession of stratigraphic units, it continu
ously measures the particular property of the rock that it is designed to analyze, 
and it electrically transmits this information to a digital tape and display unit lo
cated in a logging truck at the surface. 

One common type of well log is the electric log, or resistivity log, which 
records resistivity of rock units as the sonde passes up the bore hole in contact 
with the wall of the hole. Resistivity is affected by the lithology of the rock units 
and the amount and nature of pore fluids in the rock. For example, a marine shale 
whose pore spaces are filled with saline formation water will have a much lower 
electrical resistivity (higher conductivity) than a porous sandstone or limestone 

Schematic diagram i l lustrating how instrumen
tal well logs are obtained in a well bore. [From 
Desbrandes, R., 1 985, Encyclopedia of well log
ging. Editions Technip, Paris, Fig. 2. 1 ,  p. 95.] 
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filled with oil or gas. With experience in a given geological province, petroleum 
geologists can recognize the particular signatures represented by the traces on the 
log and can relate these signatures to particular types of lithostratigraphic units or 
to a specific formation. Lithology cannot be read directly from such logs, but the 
characteristics of the log traces are a reflection of lithology (and fluid content). 
Commonly, the lithology of cores and cuttings obtained from the well bore during 
drilling are identified and a "lithologic log" is prepared from this information. 
This lithologic log can then be matched against the instrumental log tracing to aid 
in interpreting lithology from the instrumental log. 

A variety of other types of logging tools are in common use by petroleum 
companies. Gamma ray logs measure the natural gamma radiation in rock units. 
Sonic logs measure the velocity with which a sound signal passes through rock 
units. In addition to their usefulness in correlation, sonic logs can also be used to 
determine the porosity of subsurface formations because of the fact that sound 
waves are slowed in their passage through rocks by the presence of fluid-filled 
pores. Formation density logs provide information about porosity and lithology. 
Very specialized logs include geochemical, formation microscanner, and magnetic 
susceptibility logs. All logs share the common characteristic that they consist of 
electrically produced signatures or traces that represent some particular property 
of subsurface lithostratigraphic unit that is related in some way to lithology, fluid 
content, bed thickness, or other properties. 

One common type of log data display consists of two different types of 
traces that are arranged on either side of a central column that represents the well 
bore. This central column is calibrated in feet (or meters) to show depth below the 
surface. Figure 12.21 illustrates a section of a well log showing a sonic curve op
posite a gamma ray curve. The curve shapes generated by a particular lithostrati
graphic unit are not unique, but a trained, experienced well-log analyst can learn 
to recognize the signature of a particular formation or succession of formations 
and can match up the signatures in logs from one area to those from nearby wells. 
See Asquith (1982), Desbrandes (1985), Rider (1986), and Whittaker (1998) for ad
ditional descriptions of well logs and log interpretations. 

Characteristically, the well-log curves of adjacent wells are very similar, but 
the degree of similarity decreases in more distant wells. By working with a series 
of closely spaced wells, however, a geologist can carry a correlation across an en
tire sedimentary basin, even when pinch outs or facies changes occur. In fact, one 
of the reasons why petroleum geologists find correlation of well logs so useful in 
petroleum exploration is that correlation permits recognition of pinch-outs and fa
cies changes that may be potential traps for oil and gas. Figure 12.22 is an example 
of correlation by gamma-ray and sonic logs across a portion of the East Irish Sea 
Basin, lying amid Ireland, Wales, Scotland, and England. These wells penetrate a 
stratigraphic section consisting mainly of halite and mudstone with minor anhy
drite, dolomite, and sandstone. Geologists often add lithologic information ob
tained from drill cores or cuttings to the well logs; however, I stress again that 
correlation by well logs is not necessarily correlation based entirely upon litholog
ic identity because the shapes of the curves can represent a variety of rock proper
ties, such as porosity and fluid content. Note, however, that there is generally 
good agreement between the shapes of the well-log curves and the lithology. Cor
relation by well logs is actually based more upon the position of each unit in a suc
cession of units represented on the logs rather than on the character of any 
individual unit reflected in the curves. Correlation by well logs is thus the approx
imate subsurface equivalent of correlation of surface sections by position in the 
succession. 



430 Chapter 12  I Lithostratigraphy 

l".nrn�rnl 

"c' 

I� � 
WELL 

FIELD 

cou 

:�  
LOCATION 

§� �� .1 

GAMMA RAY 
API UNITS 

_0 _WJ 
1120 _240 

t 
+-""' 

' 

' 

Figure 12.21 

WATERS NO. 1 
WILDCAT 

KANSAS 

C SE NE 
.�����SeNic� 

. .& . ·�-..&1J::L 

I 

I 

� INTERVAL TRANSIT TIME 
MICROSECONDS PER FOOT 

140 
T 3��3R, 

2<10 11 
I 

"' 
8 
0 

� 
0 
0 

I 
I 

: 

"' ' "' 
0 I 
0 

I 
I ' 

I 

"' I "' 
0 
0 

I 

I 

40 

5 I 0 
u.. 
:"" 
c: 

::J 

I 
' 

- � 
.s:; 
1-
� 

' C:  
, ::J  

I 

0 

� 
� 
c: 

::J 

' 

I 
I Q) 

c: 

A section of a sonic-gamma ray log. The gamma ray 
curve is shown on the left. The sonic log (interval 
transit time log) is  on the right. Depths (in feet) 
below the surface are shown in the central column. 
Four disti nct correlatable units are indicated. 

t 
"' "' 
0 
0 

0 
I � 

c: 
::J 

Correlation by instrumental well logs can be a laborious process involving 
large numbers of logs; it is also subject to considerable subjectivity owing to the 
similarity of the log curves or traces in different parts of a logged stratigraphic sec
tion. Differences between stratigraphic units may be manifested only by very sub
tle differences in the digital plots and can be difficult to discern visually. The 
availability of computers and sophisticated statistical techniques now makes it 
possible to apply automated approaches to stratigraphic correlation of well logs, 
removing some of the subjectivity in correlation. These approaches i:nv0lve using 
digital tapes to segment the logs for use in computational systems. These systems 
then provide a statistical match for correlation purposes. Details of automated 
well-log correlation are given by Shaw and Cubitt (1978), Griffiths (1982), and 
Olea (1988). 
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Seismic, Sequence, and 

Magnetic Stratigraphy 

1 3.1 INTRODUCTION 

Seismology is the study of earthquakes and the structure of Earth on the basis 
of the characteristics of seismic waves. Although the broad subject of seis
mology lies outside the scope of this book, some aspects of seismology have 

a very important application to stratigraphy. The emphasis of this chapter is on 
what is commonly referred to as exploration seismology and, more specifically, on 
application of the techniques of exploration seismology to stratigraphic study. Ex
ploration seismology deals with the use of artificially generated seismic waves to 
obtain information about the geologic structure, stratigraphic characteristics, and 
distributions of rock types. The techniques of exploration seismology were devel
oped initially to locate structural traps for petroleum deposits, and they are still 
used extensively for that purpose; however, seismic methods can also be applied 
to stratigraphic problems. 

Seismic stratigraphy is thus the study of seismic data for the purpose of 
extracting stratigraphic information. Seismic stratigraphy is a relatively new sci
ence, born in the 1960s. Because of its wide applicability to subsurface study 
both on land and at sea, where other types of stratigraphic data are few, it has al
ready achieved an important position alongside the more traditional branches of 
stratigraphy. 

Sequence stratigraphy is an outgrowth of seismic stratigraphy, although the 
practice of sequence stratigraphy is not limited to study of seismic records. Se
quence stratigraphic concepts can be applied also to outcrop and well data. A sed
imentary sequence is a stratigraphic unit composed of a relatively conformable 
succession of genetically related strata that is bounded at  its top and base by un
conformities or their correlative conformities (Mitchum, Vail, and Sangree, 1977). 
A sequence represents one cycle of deposition bounded by nonmarine erosion, de
posited during one significant cycle of rise and fall of base level. Because base 
level in marine basins is controlled by sea level, a sequence is thus the product of 
a cycle of rise and fall of sea level. The sequence concept has assumed such an im
portant role in stratigraphic thinking that we now refer to application of sequence 
concepts as sequence stratigraphy. 

Magnetostratigraphy is also a relatively new branch of stratigraphy. It is 
based on the principle that iron-bearing minerals such as magnetite become mag
netized at the time they crystallize in a magma or lava flow. The magnetized 
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minerals acquire magnetic polarity (north and south pole alignments) in keeping 
with Earth's magnetic polarity, a property called remanent magnetism. Geologists 
discovered in the 1960s that the remanent magnetism of some volcanic rocks dis
plays reversed polarity, indicating that Earth's magnetic field has reversed at 
times in the geologic past. Sedimentary rocks can also become magnetically polar
ized because small iron-bearing minerals are mechanically aligned with earth's 
magnetic field as they settle in water. Patterns of magnetic reversals in ancient 
sedimentary rocks constitute a powerful tool for stratigraphic subdivision of these 
rocks, which can be applied to a variety of geologic problems such as correlation, 
geochronology (study of time in relation to Earth history), and paleoclimatology. 

1 3.2 SEISMIC STRATIGRAPHY 

Early Development of Seismic Methods 

The use of seismic methods for obtaining information about subsurface rocks and 
structures involves the natural or artificial propagation of seismic (elastic) waves. 
These waves pass downward into Earth until they encounter a discontinuity and 
are reflected back to the surface, where they can be picked up by detectors. Seis
mic waves travel at velocities ranging from less than 2 km/s (some sediments) to 
more than 8 km/s (some ultramafic rocks), depending upon the kinds of rocks 
through which they pass and their depth below Earth's surface. If we know the 
velocity with which seismic waves travel through a particular kind of rock and if 
we can time their passage downward to a reflector and back to the surface, then 
we can calculate the depth to the reflecting horizon. This principle forms the basis 
for application of seismic methods to geologic study. 

Much of the theory of elasticity and propagation of seismic waves through 
rock materials that constitutes the theoretical basis for seismology was developed 
in the early part of the 19th century. An English seismologist, Robert Mallet, was 
the first scientist to measure the velocity of seismic waves in subsurface materi
als. He initiated experimental seismology in 1848 by measuring the speed at 
which seismic waves passed through comparatively near-surface materials. He 
used black powder as an energy source to create a disturbance in the rocks and 
the surface of a bowl of mercury as the detector for the arriving seismic waves. 
The possibility of using seismic techniques to define the characteristics of subsur
face rocks was apparently first put forward by a scientist named Milne in 1898. 
Two other interesting applications of the principles of seismology were experi
mented with in the early part of the 20th century. These were a method for de
tecting icebergs (after the sinking of the Titanic by an iceberg in 1912) and the use 
of mechanical seismographs to detect the position of large enemy guns during 
World War I. 

Principles of Reflection Seismic Methods 

On-Land Surveying 

Practical application of seismology to the detection of rock structures began im
mediately after the end of World War I in both the United States and Europe, es
pecially in Germany and England. The first applications were in petroleum 
exploration in Germany and in the Gulf Coast region of the United States, particu
larly in exploration for petroleum traps associated with salt domes. These early 
exploration efforts used the refraction seismic method for determining the struc
ture of subsurface formations. This method is based on the principle that artifi
cially generated seismic waves (produced in the early years of exploration by 
explosives) are refracted or bent at discontinuity surfaces as they travel downward 
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below the surface. The waves then travel along these discontinuities before being 
refracted back to the surface, where their arrival is picked up by detectors placed 
at various distances away from the explosion (shot) point. The time that elapses 
during passage of the seismic waves downward to the discontinuity and back to 
the surface is used to compute the depth to the discontinuity. 

Although several shallow petroleum deposits in salt domes were discovered 
during the early years of seismic exploration by the refraction method, this 
method did not work well for deeper structures because of the excessive distances 
required between shot points and detectors. Therefore, it was soon largely sup
planted in petroleum exploration by the reflection seismic method. In the reflec
tion method, waves created b y  an explosion are reflected back to the surface 
directly from subsurface rock interfaces without being refracted and traveling lat
erally along discontinuity surfaces. Therefore, detectors can be located at relative
ly short distances from the shot points, and reflection seismic techniques can be 
used for delineating very deep structures. After introduction of the reflection 
method about 1930, it quickly became the primary tool in the petroleum industry 
for locating buried anticlines and other structural traps for oil. 

A very brief summary of basic principles of reflection seismology is given 
here. Additional details of the physical principles upon which reflection methods 
are based can be found in standard seismology textbooks, such as Lay and Wallace 
(1995) and Stein and Wysession (2003). As mentioned, the reflection seismic method 
for delineating the structure of subsurface rock units is based on the principle that 
elastic or seismic waves travel at known velocities through rock materials. These 
velocities vary with the type of rock (typical average velocities: shale = 3.6 km/s; 
sandstone = 4.2 km/s; limestone = 5.0 km/s; Christie-Blick, Mountaiun, and 
Miller, 1990). Where the subsurface lithology is known relatively well from drill 
hole information, it is possible to make accurate calculations of the time required 
for a seismic signal to travel from the surface to a given depth and then be reflected 
back to the surface. 

The reflection technique involves first generating elastic waves at the surface 
at a point source, originally called a shot point because explosives were first used 
to create the seismic waves. Nonexplosive energy sources located on the surface 
are now also in common use. These nonexplosive energy sources include vibrato
ry devices that produce continuous vibrations at the surface or devices that drop 
heavy weights onto a metal plate placed on the ground surface. Seismic detectors, 
called geophones, are laid out in arrays extending outward from the shot point. 
Seismic waves reflected back from subsurface discontinuities are picked up by 
these detectors and fed electronically to a recording device. The principal discon
tinuities that reflect seismic waves are bedding planes and unconformities. By 
multiplying the travel velocity by one-half of the travel time elapsed from initia
tion of the elastic waves at the point source to their arrival at the detector, geo
physicists can accurately calculate depths to the discontinuities. This procedure 
thus allows the subsurface position of the discontinuities to be determined. The 
data obtained in this manner can then be displayed as seismic sections or profiles 
that depict the structure of the major rock units as they appear in cross section. 
Alternatively, the data may be used to prepare structure contour maps (see 
Chapter 16) on the tops of particular reflecting horizons. 

The general principles of on-land reflection seismic "shooting" are illustrat
ed in the interesting old diagram (Fig. 13.1) from Nettleton's 1940 Geophysical 
Prospecting for Oil. The equipment and techniques for surveying locations, shoot
ing, and recording and processing seismic data have changed and significantly 
improved since the 1940s; however, the basic principles illustrated in this figure 
still apply. As seismic waves pass downward and outward from the point energy 
source through the subsurface formations, they are reflected from successively 
deeper formations back to the surface where they are picked up by the electronic 
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Figure 1 3.1 
Diagram il lustrating the 
equipment and procedures 
used in seismic exploration in  
the 1 940s. [From Nettleton, 
L. L., 1 940, Geophysical 
prospecting for oil, Fig. 1 55, 
following p. 3 32, 
McGraw-Hil l  Book Co.] 

detectors. The signal from the detectors is then amplified, filtered to remove ex
cess "noise," digitized, and fed to a recording truck to be recorded on magnetic 
tape or disk. 

The data recorded on the magnetic tape or disk must then be presented in vi
sual form for monitoring and interpretation. Prior to the use of magnetic tapes or 
disks for recording, the visual seismic records, or seismograms, were mechanically 
produced, wiggly-trace records such as that shown in the sample reflection seismo
gram in Figure 13.1 .  Photographic or dry-paper recording methods are now used 
for visual display, and several modes of displaying the amplitude of arriving seis
mic waves against arrival time are in use. A common type of display, called a 
variable-density mode display, is generated by a technique by which light intensity 
is varied to display differences in wave amplitude (one-half the height of a wave 
above the adjacent trough) by producing alternating light and dark areas on film or 
paper, thereby accentuating the amplitude of waves from a particular reflecting sur
face. For example, all wave traces having an amplitude greater than a given value 
are shaded black; traces with lower amplitudes are unshaded. Thus, a strong reflec
tion event will show up as a black line on the record, as illustrated in Figure 13.2. 

Marine Seismic Suroeying 

Early seismic surveys were carried out on land; however, reflection seismic meth
ods can be used also in the ocean or in lakes. Some marine operations in very 
shallow water began in the late 1920s and 1930s, but extensive marine seismic sur
veys did not get underway until about the middle 1940s. Marine seismic opera
tions employ the same principles as those used on land, but they differ in the speed 
at which they take place and in the specific details of the shooting and detection 
processes. Sound sources and detectors are towed behind the survey ship, which 
can operate at a speed of 6 knots or more on a continuous 24-h/ day basis. In the 
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Figure 13.2 
Example of a seismic record displayed using the variable-density method of printing .  The 
vertical scale is given in two-way seismic-wave travel time (in seconds) rather than depth . 
Note the presence of an unconformity (a rrow), at a depth of about 1 . 7 seconds, separat
ing folded strata below from nearly horizontal strata above. [From Brown et al ., 1 995, Se
quence stratigraphy in offshore South African divergent basins: MPG Studies in Geology 
41 , Fig. 4 3, p. 54, reproduced by permission.] 

early years of marine operations, a half-pound block of TNT was tossed over the 
ship's side every 3 minutes to provide a continuous seismic record. This method 
was potentially dangerous and damaging to fish and other ocean life. It has now 
been largely replaced by techniques that use acoustic sources such as airgtms, 
which produce sound energy by releasing highly compressed air. 

Early marine operations were severely hampered by problems of accurately lo
cilnng the shot point and detector positions and the operations had to be carried out 
within sight of land so that locations could be determined by land-based surveying 
methods. The development about 1949 or 1950 of radio navigation methods made 
possible operations in the ocean away from land. Subsequent development of satel
Hte navigation methods (so-caHed CPS systems) that "home in" on orbiting satellites 
to fix the position of ships at sea (or positions on land) now allows the position of the 
survey ships in the open ocean to be accurately and continuously determined. An
other significant development that came about as a result of new advancements dur
ing World War II was the invention of the floating streamer cable, which allowed 
detectors (called hy.drophones) to be towed in a floating cable behind the ship. Stream
ers may be up to several kilometers in length. These technical advances made possi
ble rapid progress in marine seismic surveying methods in the years following. The 
general principles of marine seismic profiling are illustrated in Figure 13.3. 

(f) 
0 
z 
0 
0 
w 
(f) 
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Sound source Streamer cable (eel) 

Figure 1 3.3 
Diagram i l lustrating the princi
ples of marine seismic  survey
ing. Only a few of the possible 
paths for travel of seismic waves 
are shown. [Based on Kennett, 
1 982, F ig.  2 . 1 3, p. 40.) 

Subsequent progress in both marine and land-based seismic surveying tech
niques have improved energy sources and devised sources that do not require ex
plosives; developed new detection equipment and procedures; and improved 
treatment and analysis of seismic data. In particular, computer analysis of seismic 
data has allowed a quantum leap forward in filtering and enhancing seismic sig
nals and in methods of displaying and interpreting seismic data. 

Application of Reflection Seismic Methods 
to Stratigraphic Analysis 

The science of seismic stratigraphy was developed largely by petroleum compa
nies out of pragmatic necessity to locate petroleum deposits in deep, unexplored 
basins both on land and offshore. Geologists have not yet discovered a successful 
geochemical method for directly detecting oil or gas in deep subsurface forma
tions, although some progress has been made in direct detection of hydrocarbon 
deposits by seismic methods. Therefore, the successful search for petroleum still 
requires that explorationists locate and drill petroleum traps such as anticlines 
and salt domes. Because most shallow petroleum traps were located and tested 
long ago during the earlier phases of petroleum exploration, petroleum compa
nies have been forced to extend exploration efforts to deeper formations and fron
tier basins, which are undrilled or sparsely drilled basins, on land and offshore. 
Inasmuch as successful oil finding depends upon knowledge of stratigraphic rela
tionships as well as structural anomalies, and because poorly explored basins lack 
sufficient well control for stratigraphic analysis, new techniques had to be devel
oped that would allow stratigraphic information to be extracted from seismic 
data. Thus, seismic stratigraphy was born in the 1960s as a tool that made possible 
the integration of stratigraphic concepts with geophysical data-that is, a geolog
ic approach to stratigraphic interpretation of seismic data (Payton, 1977; Berg and 
Wolverton, 1985; Vail, 1987; Cross and Lessenger, 1988; Whittaker, 1998). 

Seismic reflections are generated by physical surfaces in subsurface rocks. In 
the conventional structural application of seismic data, seismic reflections are 
used to identify and map the structural attitudes of subsurface sedimentary layers. 
By contrast, seismic stratigraphy uses seismic reflection patterns to identify depo
sitional sequences, to predict the lithology of seismic facies by interpreting depo
sitional processes and environmental settings, and to analyze relative changes in 
sea level as recorded in the stratigraphic record of coastal regions. Seismic stratig
raphy thus makes possible many types of stratigraphic interpretations, such as ge
ologic time correlations, definition of genetic depositional units, and thickness 
and depositional environment of genetic units. 

Parameters Used in Seismic Stratigraphic Interpretation 

To accomplish the objective of interpreting stratigraphy and depositional facies from 
seismic data, geologists must identify characteristic features of seismic reflection 
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records (seismograms) and relate these features to the geologic factors responsible 
for the reflections. An understanding of the factors that generate seismic reflec-
tions is therefore critical to the entire concept of seismic stratigraphy. Fundamen-
tally, primary seismic reflections occur in response to the presence of significant 
density-velocity changes at either unconformity or bedding surfaces. Reflections 
are generated at unconformities because unconformities separate rocks having 
different structural attitudes or physical properties, particularly different litholo-
gies. The density-velocity contrast along unconformities may be further enhanced 
if rocks below the unconformity have been altered by weathering. Reflections are 
generated at bedding surfaces because, owing to lithologic or textural differences, 
a velocity-density contrast exists between some sedimentary beds; however, not 
every bedding surface will generate a seismic reflection. Also, a given reflection 
event identified on a seismic record may not be caused by reflection from a single 
surface, but it may represent the sum or average of reflections phased together 
from several bedding surfaces, particularly if beds are thin. 

The seismic records produced as a result of primary reflections from uncon
formities or bedding surfaces have distinctive characteristics that can be related to 
depositional features such as lithology, bed thickness and spacing, and continuity. 
Two particularly important seismic parameters that have stratigraphic signifi
cance are reflection configuration and reflection continuity (Table 13.1). 

Reflection Configuration. Reflection configuration refers to the gross stratifica
tion patterns identified on seismic records. As illustrated in Figure 13.4, parallel, 
divergent, and prograding patterns can be interpreted in terms of primary 

-lei'1�·1 ��ic reflection parameters commonly used in seismic 
$ltltlgi'aph� .�d the g�ologic significance of the$e parameters 

Seismic facies parameters 

Reflection configuration 

Reflection continuity 

Reflection amplitude 

Reflection frequency 

Interval velocity 

External form and areal association of seismic 
facies units 

Geologic interpretation 

Bedding patterns 

Depositional processes 

Erosion and paleotopography 

Fluid contacts 

Bedding continuity 

Depositional processes 

Velocity-density contrast 

Bed spacing 

Fluid content 

Bed thickness 

Fluid content 

Estimation of lithology 

Estimation of porosity 

Fluid content 

Gross depositional environment 

Sediment source 

Geologic setting 

Source: Mitchum, R. M., Jr., P. R. Vail, and J. B. Sangree, 1977, Seismic stratigraphy and global change of sea level, 
Part 6: Stratigraphic interpretation of seismic reflection patterns in depositional sequences, in C. E. Payton (ed.), 
Seismic stratigraphy�Applications to hydrocarbon exploration: Am. Assoc. Petroleum Geolog1sts Mem. 26, Table 2, 
p. 122, reprinted by permission of AAPG, Tulsa, Okla. 
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Figure 13.4 
Schematic i l lustration of seis
mic reflection configuration 
and reflection continuity. 
[Based on Mitchum, R. M. ,  
)r., P. R.  Vail, and ) .  B.  San
gree, 1 977, Stratigraphic in
terpretation of seismic 
reflection patterns i n  deposi
tional sequences, in Payton, 
C. E. (ed.), Seismic stratigra
phy-Applications to hydro
carbon exploration: Am. 
Assoc. Petroleum Geologists 
Mem. 26, Fig. 4, p. 1 2 3; Fig. 
5, p. 1 24; Fig. 2, p. 1 1 9; Fig. 
3, p. 1 20, reproduced by 
permission of AAPG, Tulsa, 
Okla.] 

REFLECTION CONFIGURATION 
Pattern 

Parallel-subparallel 

Divergent 

� 
Parallel 

� 
Sigmoid-oblique 
Progradmg 

Chaotic-deformed 

Chaotic-no 
stratal pattern 

Reflection free 

Interpretation 
Sediment deposited at a uniform rate 
on a uniformly subsiding shelf or 
stable basin 

Lateral variations in rates of deposition 
or progressive tilting of the sedimentary 
surface during deposition 

Strata deposited by lateral outbuilding 
or progradation, forming gently sloping 
surfaces called clinoforms 

Soft-sediment deformation or possibly 
deposition of sediment in a highly 
variable high-energy environment 

Highly disordered arrangement of 
reflecting surfaces 

Few or no reflections in seismically 
homogeneous strata, e.g., igneous masses, 
thick salt deposits, steeply dipping strata 

REFLECTION CONTINUITY 
Laterally continuous reflections 

Discontinuous reflections 

Top discordant 

Base discordant 

depositional conditions or characteristics (the upper part of Fig. 13.2 further illus
trates parallel reflectors). Chaotic patterns are the result of soft-sediment defor
mation or other kinds of deformation that produce a disordered arrangement of 
reflecting surfaces. So-called reflection-free patterns display no identifiable 
stratal reflections; reflections appear simply as random "noise." 

Note that prograding patterns display sloping surfaces called clinoforms. 
The terms undaform, clinoform, and fondaform were introduced by Rich (1951) to 
describe depositional environments in relation to wave base (Fig. 13.5A). The 
undaform is the more or less flat topographic surface that exists in an aqueous en
vironment above wave base where bottom sediments are moved or  stirred by 
waves and currents, particularly during storms. The clinoform is the sloping sur
face extending from wave base down to the generally flat floor, called the 
fondaform, of the water body. Bedding characterized by initial dips owing to de
position in the dinoform zone is referred to as dinoform bedding. The sloping 
strata deposited on delta fronts constitute an example of clinoform bedding, as il
lustrated in the seismic record in Figure 13.5B. 

Reflection ContlnuHy. Reflection continuity depends upon the continuity of the 
density-velocity contrast along bedding surfaces or unconformities. It is closely 
associated with continuity of strata, and it provides information about deposition· 
al process and environment. Continuous reflections, such as some of those in the 
upper part of Figure 13.2 that extend for more than 20 kilometers, characteri�tically 
indicate stratified deposits that are continuous over large areas. In contrast to con
tinuous reflections, reflection patterns showing reflection terminations (e.g., some 
reflections in the lower-left part of Fig. 13.2) indicate stratigraphic relationships 
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A. Sketch i l l lustrating the meaning of the terms undaform, cl inoform, and fondoform as 
used by Rich (l 9Sl ); after Rich, J. L., 1 95 1 ,  Geol Soc. America Bul l, v. 62, F ig.  1 ,  p. 3. B. 
1Exampl'e of cl inotorm (prog rading) bedding in a seismic record from the Rhone Delta, 
South€ast F rance. After Posamentier and Al len, 1 993, Variabil ity of the sequence strati
graphic model :  Effects of local basin factors: Sedimentary Geology, v. 86, F ig.  8, p. 98; 
reproduced by permission. 

such as onlap, downlap, and top lap (discussed subsequently) that occur in coastal 
regions in response to transgressions and regressions. 

Other Reflection Parameters. Other reflection parameters that have some 
significance in seismic stratigraphic interpretation are listed in Tabre 13.1 .  The 
amplitude of seismic waves displayed on seismograms is, among other things, 
an indication of bed thickness and spacing. (As mentioned, amplitude is equal to 
one-half the height of the wave above the adjacent trough.) If bed thickness is less 
than the wavelength of the seismic wave-for example, one-fourth of a wave
length-the reflections from the top and base of the bed can be phased together to 
give exceptionaUy large amplitudes. On the other hand, when beds are very thick 
(commonly >50 m), the reflections from the top and base of the beds are com
pletely separate and wave amplitude may be small (Sheriff, 1980). Analysis of 
wave amplitudes allows geophysicists to calculate the thickness of beds, if a near
by contact with a layer thicker than l wavelength is present for calibration 
(Christie-Blick, Mountain, and Miller, 1990). 

The amplitude of reflected seismic waves can be affected also by fluid con
tent of sedimentary beds or by accumulations of gas in the beds. The presence of 
hydrocarbons in beds can produce a marked increase in amplitude of waves that 
shows up on seismic records as so-called "bright spots." These bright spots actu
ally appear blacker than surrounding events, so the meaning of the name is not 
clear; perhaps it simply means that they stand out clearly on seismic records. 
Bright-spot analysis was introduced in the petroleum industry in the early 1970s 
and is now used as a method for direct detection of hydrocarbon deposits. 

Reflection frequency refers to the number of vibrations or oscillations of 
seismic waves per second. It is numerically equal to wave velocity divided by 
wave length. The frequency of a seismic wave is commonly expressed in hertz (Hz) 
or kilohertz (kHz). A hertz is a unit of frequency equal to one cycle per second; a 
kilohertz is 1000 hertz. The frequency of seismic waves affects both the depth of 
penetration of the waves into the subsurface and the resolution of the seismic 
records, that is1 the sharpness with which details of the seismograms can be distin
guished. Lower frequencies give greater depth of penetration but less resolving 



442 Chapter 13 I Seismic, Sequence, and Magnetic Stratigraphy 

power. The frequency of seismic waves is induced by the particular energy sound 
source used to create the waves. As the waves pass downward through subsurface 
formations and are reflected back to the surface, the initial induced frequency is 
attenuated by bed thickness, which controls the spacing of reflectors. Thus, atten
uations of the initial induced frequency of seismic waves is related to bedding 
characteristics. Frequency is also affected by lateral changes in fluid content of 
beds (the presence of hydrocarbon accumulations, for example) and by lateral 
thickness changes in beds. 

Interval velocity refers to the average velocity of seismic waves between re
flectors. Seismic wave velocity is affected by several factors, especially porosity, 
density, external pressure, and pore (fluid) pressure. Porosity has a particularly 
significant effect on velocity, which increases as porosity decreases. Thus, because 
porosity commonly decreases with depth, velocity increases with depth. Velocity 
also increases with density of the rocks and with increasing overburden pressure. 
For example, the velocity for a typical sandstone increases from about 4 km/s at 
the surface to more than 5 km/ s at a depth of 5000 m. Velocity decreases with in
creasing interstitial fluid pressure; the presence of gas at low saturations in the 
pore spaces of the rocks also causes a decrease in velocity. Seismic velocity is of 
particular interest because of the possibility that different rock types, which are 
characterized by different densities, porosities, pore fluid pressures, and other 
characteristics, can be differentiated on the basis of seismic velocity. 

The external form or geometry of stratigraphic bodies that generate seismic 
reflections can be interpreted from seismic data (e.g., Fig. 13.13) .  Thus, these data 
can be used to identify "seismic facies/' which may be interpreted in terms of de
positional environments of the lithologic analogs of these seismic facies. This pro
cedure of interpreting the external form of stratigraphic packages from seismic 
data is part of the process of seismic facies analysis, which also provides informa
tion on sediment source and geologic setting, including major facies changes. Seis
mic facies analysis is an extremely important aspect of seismic stratigraphy and is 
discussed in greater detail in the following paragraphs. 

Procedures in Seismic Stratigraphic Analysis 

The significance of the seismic stratigraphic approach to the study of subsurface 
sedimentary rocks lies in the fact that it permits geologists and geophysicists to in
terpret stratigraphic relationships and depositional processes as well as to use seis
mic data for conventional structural mapping. Interpretation is a subjective 
process, but when seismic stratigraphic analysis is pursued in a logical manner 
and interpretation is based upon analogy with established stratigraphic and depo
sitional models that have been generated by other types of studies, seismic strati
graphic analysis becomes an extremely valuable tooL Seismic stratigraphy can 
thus provide insight into such stratigraphic and depositional factors as lithofacies 
changes, relief and topography of unconformities, paleobathymetry (depth rela
tionships and topography of ancient oceans), geologic time correlations, deposi
tional history, and subsidence and tilting history (burial history). The procedures 
for interpreting stratigraphy from seismic data involve three principal stages: seis
mic sequence analysis, seismic facies analysis, and interpretation of depositional 
environments and lithofacies (Vail, 1987). Seismic stratigraphic analysis is applied 
also to interpretation of ancient sea-level changes. 

Seismic Sequence Analysis 

The term sequence is often used informally by geologists to refer to any grouping 
or succession of strata. Sequence is also used in a more restricted sense to identify 
distinctive stratigraphic units that are commonly bounded by unconformities (i.e., 
similar to allostratigraphic units, described in Appendix C). Sloss (1963) considered 
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sequences to be major rock-stratigraphic units of interregional scope that are sep-
arated and delimited by interregional unconformities. He recognized and named 
(using Indian names) six major sequences on the North American craton (see Fig. 
12.9), each separated by demonstrable regional unconformities that can be traced 
from the Cordilleran region of western North America to the Appalachian Basin in 
the east. Each succession or sequence represents a major cycle of transgression and 
regression, that is, advance and retreat of shorelines. Recognition of the sequences 
is based on physical relationships among rock units, although Sloss indicates that 
the sequences also have time-stratigraphic significance. 

The sequence concept was subsequently extended and redefined by Mitchum, 
Vail, and Thompson (1977). These authors define a depositional sequence as "a 
stratigraphic unit composed of a relatively conformable succession of genetically 
related strata and bounded at its top and base by unconformities or their correla
tive conformities." Sequences as thus defined differ from Sloss's sequences in that 
they may be much smaller rock units (a few tens of meters to as much as a thou
sand meters; Wilson, 1992). Also, because they are bounded by interregional un
conformities and their equivalent conformities, they may be traceable over major 
areas of ocean basins as well as continents. Distinct, related groups of deposition
al sequences superposed one on another are designated by Mitchum, Vail, and 
Thompson (1977) as supersequences. These supersequences are of the same gen
eral order of magnitude as Sloss's original sequences. The basic concept of depo
sitional sequences is illustrated in Figure 13.6. Because sequences are defined on 
the basis of physical relationships of the strata, that is, bounded at the top and 
base by unconformities or their correlative conformities, they are not primarily 
dependent for recognition upon determination of rock types, fossils, or deposi
tional processes. 

Internal Relationships. The strata that make up a depositional sequence may be ei
ther concordant, that is, essentially parallel to the sequence boundary, or discor
dant, lacking parallelism with respect to the sequence boundaries. Concordant 

B f----

A --

Figure 1 3.6 

UNCONFORMITY CONFORMITY 
-----,(So.UccR;rFA.;C'i';E'";O"'F�N�O""N"'DE;';P�O"'S""ITI"'O"NJ,---------- j ---(NO HiATUS) - 1 B 

UNCONFORMITY 
(SURFACE OF EROSION 
AND NONDEPOSITION) 

CONFORMITY 
+-
(NO HIATUS) 

UNCONFORM_'o'ciTY�=�-_____, A (SURFACE OF NONDEPOSITION) 

Illustration of the concept of depositional sequences. A depositional sequence is com
posed of relatively conformable, genetically related strata bounded at its base (A) and top 
(B) by unconformities that pass laterally to correlative conformities. Individual un its of stra
ta 1 through 25 are traced by following stratification surfaces; they are assumed to be 
conformable where successive strata (no missing strata) are present. Where un its of strata 
are missing, hiatuses are present. [From Mitchum, R. M., ]r., P. R. Vail, and S. Thompson, 
Ill, 1 977, Seismic stratigraphy and global change of sea level. Part 2: The depositional se
quence as a basic unit for stratigraphic analysis, in Payton, C. E. (ed.), Seismic stratigra
phy-Applications to hydrocarbon exploration: Am. Assoc. Petroleum Geologists Mem. 
26, Fig. 1 ,  p.  54, reproduced by permission of AAPG, Tulsa, Okla.] 
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Figure 1 3.7 
Relations of strata to the (A) upper boundary and (B) lower boundary of a depositional se
quence. A 1 .  Erosional truncation: Strata terminate against the upper boundary mainly 
owing to erosion. A2. Toplap: In itially inclined strata terminate against an  upper bound
ary created mainly as a result of nondeposition (e.g., foreset strata terminating against an 
overlying surface where no erosion or  deposition took place). A3.  Top concordance: 
Strata at the top of a sequence do not terminate against an upper boundary. B1 . Onlap: 
Strata terminate updip against an  inclined surface. 82. Downlap: Initially inclined strata 
terminate downdip progressively against initially horizontal or inclined surfaces. 83. Base
concordance: Strata at base of a sequence do not terminate against lower boundary. 
[From Mitchum, R. M., jr., P. R. Vail, and S. Thompson, I l l, 1 977, Seismic stratigraphy and 
global change of sea level. Part 2: The depositional sequence as a basic unit for strati
graphic analysis, in Payton, C .  E. (ed.), Seismic stratigraphy-Applications to hydrocarbon 
exploration: Am. Assoc. Petroleum Geologists Mem. 26, Fig. 2, p. 58, reproduced by per
mission of MPG, Tulsa, Okla.] 

relations can occur at either the upper or the lower boundary of a sequence and 
may be expressed as parallelism to an initially horizontal, inclined, or uneven sur
face (Fig. 13.7). Discordance is the most important physical criterion used in deter
mining sequence boundaries. Strata may d isplay discordance with overlying beds 
(top discordance) or underlying beds (base discordance), as shown in Figure 13.8. 

Erosional truncation is the lateral termination of strata because erosion has 
cut them off from their original depositional limits. Truncation occurs at the 
upper boundary of a sequence and may be of either local or regional extent. 
Top lap (Fig 13.7 A.2, 13.88) is lapout (lateral termination of strata against a bound
ary at their original depositional limit) at the upper boundary of a depositional se
quence, for example, the lateral termination updip of the foreset beds of a deltaic 
complex. Toplap is evidence of a nondepositional hiatus. Mitchum, Vail, and San
gree (1977) suggest that toplap results from a depositional base level, such as sea 
level, being too low to permit the strata to extend farther updip, thus allowing 
sedimentary bypassing and possibly minor erosion to occur above base level 
while prograding strata are deposited below base level. 

Baselap occurs at the lower boundary of a depositional sequence and may it
self be of two types. Onlap (Fig. 13.7B.l, 13.8C) is baselap in which an initially hori
zontal or inclined stratum terminates against a surface of greater inclination. 
Downlap (Fig. 13.7B.2, 13.80) is baselap in which an initially inclined stratum ter
minates downdip against an initially horizontal or inclined surface. Onlap and 
downlap indicate nondepositional hiatuses and not erosional breaks in deposition. 
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Top-discordant seismic reflection patterns: A. Erosional truncation (a rrow). B. Toplap (arrow). Base
discordant seismic reflection patterns: C. On lap (arrow). D. Downlap; downlap surfaces shown by 
small, bla.ck arrows. [A, B, C after Mitchum, R. M.,  J r., P. R. Vai l, and J .  B. Sangree, 1 9 77, Stratigraphic in
terpretation of seismic reflection patterns in depositional sequences, in Payton, C. E. (ed.), Seismic 
stra�igraphy-Appl ications to hydrocarbon exploration: MPG Mem. 26, Fig. 2, p. 1 1 9; Fig. 3, p. 1 20, re
produced by permission; D after Posamentier and Allen, 1 999, Si l iciclastic sequence stratigraphy
Concepts and applications: SEPM Concepts in Sedimentology and Paleontology 7, Fig. 3 .55, p. 94, 
reproduced by permission .] 

Toplap and baselap relations of the strata in a depositional sequence should 
not be confused with the foreset bedding of cross-laminated units, which form 
parts of beds rather than sequences. Figure 13.9 diagrammatically illustrates in a 
regional setting the relationships of strata in depositional sequences to sequence 
boundaries. 

identification of Depositional Sequences. Depositional sequences can be identified 
both in outcrop sections and in subsurface sections by searching for unconformi
ties (erosional surfaces, truncation of strata, missing strata). Subsurface identifica
tion depends largely upon the use of instrumental well logs, such as electric logs 
that measure resistivity of rock units (Chapter 12) and seismic data to locate and 
trace unconformities, truncations, and lapout relationships (see Van Wagoner 
et al., 1990). In fad, the sequence concept, as conceived by Vail and his co-workers 
at Exxon, was developed initially from seismic data. 

Because sequences are defined as stratigraphic units separated by unconfor
mities or their correlative cohformities (Mitchum, Vail, and Thompson, 1977), the 
mapping of unconformities is thus the key .to seismic sequence anatysis. Seismic 
sequence analysis aims to identify major reflection "packages" that can be delineat
ed by recognizing surfaces of discontinuity. We commonly think of discontinuities 
as unconformities, which are surfaces of erosion or nondeposition that represent 
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Terminology for relations that define unconformable boundaries of a depositional sequence. 
[After M itchum, R. M., Jr., P. R. Vail, and J. B. Sangree, 1 977, Stratigraphic i nterpretation of 
seismic reflection patterns in depositional sequences, in Payton, C .  E. (ed.), Seismic stratigra
phy-Applications to hydrocarbon exploration: Am. Assoc. Petroleum Geologists Mem. 26, 
Fig. 1 ,  p. 1 1 8; Fig. 3, p. 1 20, reproduced by permission of MPG, Tu lsa, Okla.] 

major hiatuses, and we identify four different kinds of unconformities (see Fig. 
12.5). In seismic stratigraphic analysis, however, two kinds of discontinuities are 
recognized: 

1. Erosional unconformity surfaces that represent a significant hiatus owing to 
subaerial or subaqueous erosional truncation 

2. Unconformable surfaces called downlap surfaces, which are marine surfaces 
representing a hiatus but without evidence of erosion. 

Discontinuities are generally good reflectors and also commonly separate rock 
units having different dips, at least on a regional scale. Discontinuities may thus 
be recognized by interpreting systematic patterns of reflection terminations along 
the discontinuity surfaces. Two patterns, onlap and downlap, occur above discon
tinuities. Three patterns, truncation, toplap, and apparent truncation (Fig. 13.10), 
occur below discontinuities (Vait 1987) .  

Seismic resolution i s  generally not adequate to delineate minor sedimentary 
sequences because the practical vertical resolution is on the order of 1 0  to 50 m. On 

Figure 1 3.10 

Sequence 
boundary 

/ 
Down lap ���� 

Downlap surface 1 
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Diagram i l lustrating sequence boundaries (unconformities), downlap (maximum flooding) 
surfaces, and various kinds of reflection terminations. Apparent truncation refers to termi
nation by depositional thinning . [From Vail, P. R., 1 987, Seismic stratigraphic interpreta
tion using sequence stratigraphy, in Bal ly, A. W. (ed.), Seismic stratigraphy: Am. Assoc. 
Petroleum Geologists Studies in Geology 27, Fig. 1 ,  p. 2, reproduced by permission of 
MPG, Tulsa, Okla.] 
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the other hand, major depositional units or systems such as progradational delta-
slope systems, carbonate shelf-margin systems, or marine offlap-onlap systems 
can be identified. Once depositional sequences have been correlated basinwide, 
these sequences provide a first-order stratigraphic framework within which seis-
mic facies can be studied in more detail. Figure 13.11, a seismic section from offshore 
Newfoundland, provides an example of sequences delineated by unconformities 
that separate different depositional units. 

The procedure for carrying out seismic sequence analysis thus involves the 
following steps: 

1 .  Picking unconformities in a given area by recognizing reflection terminations 
along their surfaces. 

2. Extending or extrapolating these boundaries throughout the complete section, 
including areas where the reflectors are conformable, to define the sequences 
completely. 

3. Repeating the process of delineating sequence boundaries on seismic records 
from other parts of a basin or region and correlating the sequences throughout 
the seismic grid to produce a three-dimensional framework of successive strati
fied seismic sequences separated by unconformities or correlative conformities. 

4. Mapping sequence units on the basis of thickness, geometry, orientation, or 
other features to see how each sequence relates to neighboring sequences. 

Details of seismic sequence mapping and its application to geologic problems are 
given by Hubbard, Pape, and Roberts (1985a, 1985b), Vail (1987), and Vail et al. 
(1991). The sequence concept has become so important in stratigraphic studies 
that it has taken on the role of a specialized branch of stratigraphy called sequence 
stratigraphy. Sequence stratigraphy is further discussed in Section 13.3. 

Seismic Facies Analysis 

Seismic facies analysis takes the interpretation process one step beyond seismic 
sequence analysis by examining within sequences smaller reflection units that 
may be the seismic response to lithofacies. In seismic facies analysis, the most 
common reflection characteristics used to distinguish one seismic facies from an
other are the geometry of reflections or reflection terminations with respect to the 
two unconformity surfaces bounding the sequence, the external geometry of the 
facies, and the internal configuration and character of the reflections. A seismic fa
cies unit is a mappable, areally definable, three-dimensional unit composed of 
seismic reflections whose characteristic reflection elements differ from those of ad
jacent units. It is considered to represent or express the gross lithologic aspect and 
stratification characteristics of the depositional unit that generates the reflections. 
Some of the more important seismic reflection patterns that constitute seismic fa
cies are offlap, onlap, submarine mounds, channel/overbank complexes, slope
front fill, toplap, and drape (Figs. 13 .10, 1 3.12). 

Procedures for Interpreting Seismic Facies. The objective of seismic facies analysis 
is regional interpretation of lithology, depositional environments, and geologic 
history. The interpretation process proceeds in several distinct steps (Mitchum and 
Vail, 1977; Vail, 1987). 

The first step is recognizing and delineating seismic facies units within each 
sequence on all of the seismic sections in the region being mapped. The most use
ful seismic parameters in seismic facies analysis are the following: 

1. The geometry of reflections (Fig. 13.12) and reflection terminations 

2. Reflection configuration (e.g., parallel, divergent) 

3. Three-dimensional form (Fig. 1 3.13) 
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Figure 1 3.1 1 
Depositional sequences as defined from seismic records. In this example from offshore Newfoundland, seismic sequence boundaries are shown by solid 
black l ines. The vertical scale on this record .is given in seismic wave two-way travel time (TWT) rather than depth. [From Hubbard, R. H., J .  Pape, and 
D. G. Roberts, 1 985, Depositional sequence mapping to i l lustrate the evolution of a pas�ve continental margin, in Berg, 0. R., and R. G. Wolverton 
(eds.), Seismic stratigraphy 1 1-An ..integ.rated approach: Am. Assoc. Petroleum Geologists Mem. 39, p. 1 04, Fig. 8, reprinted by permission of MPG, 
Tulsa, Okla.] 
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Figure 13.12 
A simulated seismic section i l
lustrating some common seis
mic facies patterns that can be 
identified from seismic records.  
[From Vail, P. R.,  1 987, Seismic 
stratigraphic interpretation 
using sequence stratigraphy, in 
Bal ly, A. W. (ed.), Seismic 
stratigraphy: Am. Assoc. Petro
leum Geologists Studies in Ge
ology 27, Fig. 6, p. 6, 
reproduced by permission of 
AAPG, Tulsa, Okla.] 

Figure 13.13 
External form of sorne 
stratigraphic bodies as inter
preted from seismic facies 
units. [After Mitchum, R .  
M. ,  Jr., P. R .  Vai l ,  and ) .  B .  
Sangree, 1 9 77, Stratigraphic 
interpretation of seismic re
flection patterns in deposi
tional sequences, in Payton, 
C. E. (ed.), Seismic stratigra
phy-Applications to hydro
carbon exploration: Am. 
Assoc. Petroleum Geologists 
Mem. 26, Fig. 1 2, p. 1 3 1 ,  
reproduced by permission 
of AAPG, Tulsa, Okla.] 
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Rgure 13.14 

Reflection terminations and configurations can be analyzed visually from two-di
mensional seismic profiles. External three-dimensional geometry must be deter
mined by mapping based on many different seismic profiles. Each seismic facies 
unit is distinguished from adjacent units on the basis of these parameters. 

After the distribution (geometry) and thickness of the reflection packages 
have been mapped, the next step in seismic facies analysis is to combine this in
formation with any other distinctive seismic information, such as interval velocity, 
and any available nonseismic data, such as  well and outcrop data, that shed light 
on the regional geology. Vail et a!. (1991) provide an in-depth overview of these 
procedures. 

Interpretation of Lithofacies and Depositional Environments. Once the objective as
pects of delineating seismic sequences and fades have been completed, the final 
objective is to interpret the facies in terms of lithofacies, depositional environ
ments, and paleobathymetry. For example, seismic facies that show prograding re
flection characteristics commonly indicate deltaic deposits. Reflection patterns 
showing laterally adjacent undaform (above wave base), clinoform (seaward slop
ing), and fonda form (flat basin floor) beds (see Fig. 13.5) suggest changes in water 
depth from shelf to slope to deep basin. Parallel reflectors that extend over large 
areas suggest shelf deposits or possibly deeper water deposits in a stable basin. 

To a large extent, environmental interpretation of seismic facies is a process of 
elimination (Brown and Fisher, 1980). The interpreter may be able to immediately 
eliminate certain lithofacies or depositional environments because of obvious in
consistencies with available data or because of personal knowledge of the basin or 
region under study. Additional analysis involving study of relationships to other 
units, reflections characteristics, and other properties commonly allows further re
duction of the remaining options until only one or two depositional or lithofacies 
models fit the available data. Lateral facies equivalents must be given special atten
tion in the interpretation process and the interpreter must be experienced in and 
have a good knowledge of depositional processes and systems, that is, lithofacies 
composition, geometry, and spatial relationships. Even so, it may not always be 
possible to arrive at a final, unique interpretation, and the interpreter may have to 
settle for the best conclusion that can be made consistent with available data. 

Figure 13.14 demonstrates the process of seismic facies interpretation by 
showing how the seismic reflection patterns depicted in Figure 13.12 are interpreted 

Sigmoid 
offlap 

\ 

Shelf 
edge 

Oblique 
offlap 

/ 

Aggradational 
offlap 

Schematic illustration of litho
logic and environmental in
terpretation of the simulated 
seismic facies patterns shown 
in Figure 1 3. 1 2. [From Vail, P. 
R., 1 98 7, Seismic stratigraphic 
interpretation using sequence 
stratigraphy, in Bally, A. W. 
(ed.), Seismic stratigraphy: 

Apparent 
truncation 

Channel/overbank 
complex 

I 
Drape 

Slope front 
fill 

Mound 

Am. Assoc. Petroleum Geolo
gists Studies in Geology 2 7, 
Fig. 9, p. 1 0, reproduced by 
permission of AAPG, Tulsa, 
Okla.] 

Deep water sand 

Marine silt mudstone 

Marine shale and mud 

� Carbonate shelf facies 

D Carbonate slope facies 

fi?i Carbonate basin facies 



13.3 Sequence Stratigraphy 451 

in terms of lithofacies and environmental setting. The first step in making such an 
interpretation is to learn as much as possible about the regional geology from well 
and outcrop controL Such nonseismic data can commonly show whether the sedi-
mentary section consists of carbonates (and/ or evaporites), siliciclastics, or mixed 
carbonates and siliciclastics. The seismic facies patterns can then be interpreted. 
For example, the depositional unit lying directly above the sequence boundary 
(i.e., the unconformity shown by the wiggly line) in Figure 13.12 is interpreted as 
mainly siliciclastic; the channel/ overbank complex consists of marine silt and clay 
(mudstone); and the mound is composed of deep-water sand. The depositional 
unit lying immediately below the sequence boundary consists of carbonates, 
which are shelf, slope, or basin carbonates depending upon their relation to the off-
lap pattern (Vail, 1987). For additional examples of seismic sequence analysis, see 
Light et al., 1993. 

13.3 SEQUENCE STRATIGRAPHY 

Fundamental Principles 

Sequence stratigraphy is based on the premise that sedimentary successions can 
be divided into unconformity-bounded units (sequences) that form during a sin
gle, major cycle of sea-level change, as mentioned. Sequences can be split into 
smaller units, which are genetically linked and which form during different stages 
of a single sea-level cycle (Table 13.2). The entire three-dimensional assemblage of 
lithofacies enclosed within sequence boundaries is referred to as a depositional 
system. Depositional systems, in tum, are made up of smaller stratigraphic units: 
system tracts and parasequences (which are arranged into parasequence sets). Se
quence stratigraphy sets out to place these stratal units into a predictable, chronos
tratigraphic framework by demonstrating how their generation is related to 
accommodation space (Vincent, Macdonald, and Gutteridge, 1998). 

Accommodation space is the space available at any point in time in which 
sediments can accumulate (Jervey, 1988). Fundamentally, it is the space between a 
conceptual equilibrium surface that separates erosion from deposition in which 
potential sediment can accumulate. In the marine realm, this equilibrium surface, 
called base level, is sea leveL Accommodation in marine settings is governed by 
eustasy (sea-level rise and fall) and tectonism (subsidence/uplift) (Fig. 13.15). Rel
ative rise in sea level or subsidence of the seafloor creates more sedimentation 
space. Fall in sea level or elevation of the seafloor decreases accommodation. 
These accommodation variables and rate of sediment supply govern water depth, 
and thus transgression and regression, in several ways (Emery and Meyers, 1996). 
If sediment is added while accommodation remains constant (e.g., static sea level 
and no subsidence) or the sediment supply is greater than the rate of relative sea 
level rise, water depth will decrease (regression of facies belts) . lf  sediment supply 
is less than the rate of relative sea-level rise, water depth increases (transgression 
of facies belts). If sediment supply is so great that it fills the accommodation to sea 
level, a drop in relative sea level owing either to eustatic fall or to uplift of the 
seafloor can cause sediment to be eroded. 

Fundamental Units of Sequence Stratigraphy 

Parasequences and Parasequence Sets 

Parasequences are the smallest facies units of depositional sequences and range in 
thickness from about 10 to 100 m. A parasequence is a small-scale succession of beds 
or bed sets bounded by flooding surfaces, which are surfaces that separate younger 
strata from older strata, across which there is evidence of an abrupt increase in 
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Figure 1 3.15 
Diagram illustrating accom
modation, the space avail
able for sediment 
accumulation, in the marine 
realm. [Based on Posamen
tier, jervey, and Vail, 1 988]. 

Hierarchy of sequence-stratigraphic units 

Depositional Sequence�genetically related strata bounded by surfaces of erosion or 
nondeposition or their correlative conformities. 

Stratal units within sequences include: 

Depositional Systern�a three-dimensional assemblage of lithofacies, genetically 
linked by active (modern) or inferred (ancient) processes and environments (e.g., flu
vial, deltaic, barrier-island). 

System tract�a subdivision of a depositional system. Four main kinds are recog
nized: highstand (sediment deposited during high sea level), falling-stage (sedi
ment deposited as sea falls from high to low), lowstand (sediment deposited 
during low sea level and early rising sea level), and transgressive (sediment 
deposited during rising sea level). 

Parasequence Set-a succession of genetically related parasequences that form a 
distinctive stacking pattern that is bounded, in many cases, by major marine
flooding surfaces and their correlative surfaces. 

Parasequence-a relatively conformable succession of genetically related beds 
or bedsets (within a parasequence set) bounded by marine flooding surfaces 
or their correlative surfaces. 

Marine flooding surface-a surface that separates younger from older strata, 
across which there is evidence of an abrupt increase in water depth. 

water depth. They commonly form in coastal environments where the rate of in
crease of accomodation space is less than the rate of sediment supply. Under these 
conditions, sediment entering the sea will fill nearshore areas first, then move sea
ward (prograde) into more distal areas. The result is a shallowing-upward, and 
commonly coarsening-upward, vertical succession of facies. If this stage is fol
lowed by an increase in accomodation space (owing to eustatic sea-level rise or 
decrease in rate of sediment supply), transgression of the sea over the succession 
will take place, effectively terminating shallowing-upward deposition. 

Subsequent decrease in accommodation space, owing to eustatic sea-level fall 
or increase in rate of sediment supply, can initiate deposition of a new parase
quence. Short-term changes in rate of sediment supply can cause each succeed
ing parasequence to start prograding at a different point. Vertical stacking of 
parasequences owing to these variations in relative sea level thus generates a 
parasequence set (Fig. 13.16). In the case of the parasequences described here, 
each succeeding parasequence will advance in a seaward direction, forming a 
progradational parasequence set. Under different conditions of relative sea-level 
rise and fall, parasequences may advance in a landward direction to form 
retrogradational parasequence sets or build vertically to generate aggradational 
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I l lustration of parasequences and parasequence sets formed under prograding conditions 
(rate of deposition exceeds the rate at which accommodation space is being created). 
Flooding surfaces are surfaces that separate younger strata from older, across which there 
is evidence of an abrupt increase in water depth. [After Van Wagoner et al., 1 990, Silici
clastic sequence stratigraphy in well logs, cores, and outcrops: AAPG Methods in explo
ration series, No. 7, Fig. 4, p. 1 2, reproduced by permission.] 

parasequence sets (e.g., Coe and Church, 2003) .  For example, carbonate parase
quences are commonly aggradational and also shallow upward. 

System Tracts 

As shown in Table 13.2, the strata that make up a depositional sequence are re
ferred to collectively as a depositional system. A depositional system constitutes 
the sediments deposited during a complete cycle of sea-level change, from high 
sea level to low sea level and back to high sea level. The sediments deposited dur
ing particular parts of this cycle are referred to as system tracts, which, in turn, are 
composed of parasequences. Thus, system tracts may lie immediately above or 
below a sequence boundary or lie in the middle part of a sequence. Four kinds of 
system tracts are recognized, depending upon the sea-level conditions under 
which they formed. 

Highstand system tracts lie immediately below a sequence boundary. They 
form during the late part of a sea-level rise, during a sea-level standstill, or during 
the early part of a sea-level fall (Fig. 13.17 A). They form under conditions that 
allow progradation to aggradation. Alluvial and coastal plain sediments charac
terize the later parts of highstand system tracts, which grade seaward into shal
low-marine (that may include deltaic sediments) and offshore-marine deposits. 
Highstand system tracts are terminated by the unconformity produced by the 
next eustatic sea-level fall. 

Falling-stage system tracts (Fig. 13.17B), referred to by some authors as 
early lowstand system tracts, form as sea level falls from a highstand position. 
Falling sea level, due either to the rate of eustatic sea-level fall exceeding the rate 
of tectonic subsidence or the rate of eustatic sea-level rise being less than the rate 
of tectonic uplift, brings on a condition referred to as forced regression. During 
forced regression, accommodation space is reduced as the shoreline moves in a sea
ward direction (progrades) and also moves lower down the depositional profile. 
As a result, the coastal plain is not a site of deposition but rather a zone of sedi
mentary bypass, forming an unconformity surface. That is, sediment eroded on
shore by fluvial incision will bypass the coastal plain and be deposited in a more 
seaward position. Falling-stage system tract deposits include shallow-marine sed
iments, offshore-marine sediments, and submarine-fan sediments. 
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Figure 13.17 
Schematic i l lustration of 
system tracts formed at dif
ferent stages in a cycle of 
eustatic sea-level change 
from high sea level to low 
sea level and back. Note 
that each system tract com
prises several smal l-scale re
gressive-transg ressive cycles 
(i.e., parasequences). At 
each phase of normal 
shoreline regression with in  
a parasequence, fluvial ac
commodation is created and 
deposition occurs, except 
during fa l l i ng-stage condi
tions, when erosion occurs. 
[After Posamentier and 
Allen, 1 999, Sil iciclastic se
quence stratigraphy
Concepts and applications: 
SEPM Concepts in sedimen
tology and paleontology 
No.7, Fig. 2.41 , p. 4 1 , re
produced by permission.] 
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Lowstand system tracts (Fig. 13. 17C) begin to form after relative sea level 
has fallen to its minimum and begun to rise, creating a small amonnt of accomo
dation space. As sea level continues to rise, marine sediments are deposited and 
the fluvial system ceases to incise. Thus, a lowstand system tract is the package of 
sediments deposited between minimum relative sea level (reduced accommodation 
space) and subsequent pronounced increase in accommodation space. The sedi
ment consists of progradational to aggradational parasequence sets that can con
tain alluvial and coastal-plain sediments, shallow-marine sediments (including 
deltaic sediments that can form and fill previously incised river valleys), offshore
marine sediments, and submarine-fan sediments (Coe and Church, 2003) .  

Continued rise in sea level creates conditions whereby the rate at which ac
commodation space is created is greater than the rate of sediment supply, which 
brings on transgression. The site of deposition shifts in a landward direction, gener
ating retrogradational parasequences or parasequence sets. Transgressive surfaces 
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may be marked by marine sediments overlying nonmarine sediments. The sedi-
ment deposited under these conditions forms a transgressive system tract (Fig. 
13. 170). Transgressive system tract sediments may contain alluvial and coastal 
plain sediments, shallow-marine sediments, and offshore marine sediments, but 
they generally do not include submarine-fan sediments. 

When sea level approaches its maximum, the rate of sedimentation eventu
ally exceeds the rate of sea-level rise and aggradation to strong progradation gen
erates a new highstand system tract (Fig. 13.17E). During this stage, coastal-plain 
and deltaic sedimentation predominates and these facies may prograde out over 
underlying lowstand deposits. 

The above discussion presents only the very basic elements of sequence stratig
raphy. For additional details, interested readers may wish to consult Coe and Church 
(2003), Posamentier and Allen (1999), or the excellent Sequence Stratigraphy Web Site 
maintained by the University of South Carolina (http:/ I strata.geol.sc.edu/). 

Methods and Applications of Sequence Stratigraphy 

Methods 

The preceding discussion indicates that the concepts involved in sequence stratig
raphy are fairly complex. Students can be reasonably expected to ask at this point 
exactly what advantage sequence stratigraphy has over other stratigraphic meth
ods that makes it worthwhile to develop an understanding of these concepts. The 
fundamental aim of sequence stratigraphy is to provide a high-resolution chrono
stratigraphic (time-stratigraphic) framework for carrying out facies analysis. Ver
tical facies analysis must be done within conformable packages of stratal units to 
accurately correlate coeval (equivalent age), lateral facies relationships along a 
single depositional surface. Other researchers have accomplished this end for 
many years by using transgressive and regressive cycles of strata for regional cor
relation of time and facies. The proponents of sequence stratigraphy maintain that 
sequence stratigraphy is a much better way of doing this (e.g., Van Wagoner et al., 
1990, p. 6). A fundamental aspect of sequence stratigraphy is the recognition that 
sedimentary rocks are composed of a hierarchy of stratal units including laminae, 
beds, bedsets (see Chapter 4), parasequences, parasequence sets, and system 
tracts. With the exception of laminae, each of these units is a genetically related suc
cession of strata bounded by chronostratigraphically significant surfaces. Facies 
above these surfaces or boundaries have no physical or temporal (time) relation
ship to the facies below. Therefore, correlation of these surfaces provides the high
resolution chronostratigraphic framework necessary for facies analysis. 

The actual practice of sequence stratigraphy requires that stratigraphers be 
able to recognize the stratal expression of parasequences, parasequence sets, sys
tem tracts, and sequences. Early work relied mainly on seismic sequence and seis
mic facies analysis, as discussed in the preceding section-recognition of sequence 
boundaries on the basis of stratal terminations, for example. Seismic stratigraphy 
alone does not offer the necessary precision to recognize and analyze smaller scale 
sedimentary units; therefore, well logs, cores, and outcrops are also used to ana
lyze sequences.  Identification of shallowing upward units allows recognition of 
parasequences. Groups of parasequences can be observed to stack into retrogra
dational, progradational, and aggradational patterns to form parasequence sets, 
which correspond roughly to a system tract (Van Wagoner et al., 1990, p. 3). Sys
tem tracks are identified by distinct associations of facies and position within a se
quence. Thus, using an appropriate combination of seismic data, well logs, cores, 
and outcrop information, it is possible to generate a high-resolution chronostrati
graphic framework of sequences and parasequence boundaries, defined solely by 
the relationship of the strata. 
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Environmental Applications 

Sequence stratigraphic concepts were originally applied primarily to analysis of 
siliciclastic sediments deposited along continental margins, because these silici
clastic environments are particularly affected by cycles of relative sea-level 
change. As sea level swings from highstand to lowstand, a succession of system 
tracts are laid down, as documented in Figure 1 3.1 7. Subsequently, attempts have 
been made to extend the concepts of sequence stratigraphy to carbonate and evap
orite environments, deep-sea environments, epicontinental (cratonic) marine en
vironments, and even fluvial systems (see Emery and Meyers, 1996; Witzke, 
Ludvigson, and Day, 1996; Vincent, Macdonald, and Gutteridge, 1998; Coe, 
2003). Although extending sequence-stratigraphy techniques to these environ
mental settings is apparently possible, important differences exist between sedi
mentation patterns in these environments and the siliciclastic marine shelf-slope 
environment. 

For example, the rate of production of carbonate sediment in carbonate envi
ronments is typically much higher than the rate of accumulation of siliciclastic sedi
ment in siliciclastic settings. Consequently, the rate of carbonate production generally 
exceeds the rate at which accommodation is created, causing the basins to fill to sea 
level and generating a shallowing-upward succession of facies (Chapter 11). There
fore, the pattern of system tracts in carbonate sediments may not be quite the same 
as that in siliciclastic sequences. Also, sequence boundaries are commonly more 
difficult to d istinguish in carbonate successions than in siliciclastic deposits. Fur
thermore, the effects of subaerial exposure on carbonate platforms depends on eli· 
mate. Humid climates will cause widespread dissolution and reprecipitation of 
carbonate; arid climates will cause less carbonate diagenesis but tend to promote 
precipitation of evaporites. 

The deep-marine environment is affected far less by changes in relative sea 
level of a few hundred meters than is the shelf environment. Nonetheless, sea· 
level changes do affect deposition in deep-ocean basins, particularly deposition of 
turbidites in submarine fan systems. Although submarine fans can develop dur· 
ing sea-level highstands, turbidity currents appear more likely to move sediment 
from shelf environments to the deep ocean basin during lowstands of sea level 
than during highstands (Fig. 13.17). Analysis of deep-marine turbidite systems ap· 
pears to be the main application of sequence-stratigraphy methods to the deep-sea 
environment (e.g., Emery and Meyers, 1996, p. 1 78). 

Although sequence-stratigraphic concepts have been applied to marine epi
continental (cratonic) environments (e.g., Witzke, Ludvigson, and Day, 1996), 
problems arise with such applications because of the low rates of subsidence of 
cratonic areas. Sloss (1996) points out that vast areas of cratonic platforms appear 
to have subsided at rates of 5 m/m.y., or less, for epoch and period-length spans of 
time. Under such conditions, the bathometric relief required for clinoforms, 
downlap surfaces, lowstand tracts, and other characteristics of basins with a shelf 
break are rarely attainable except under special circumstances. Sloss suggests that 
meaningful progress is inhibited by forcing cratonic stratigraphy to conform to 
principles, definitions, and practices developed for a different set of conditions. 

Application of sequence-stratigraphic techniques to fluvial systems presents 
particular problems because the base level for fluvial sedimentation, and thus ac
commodation, is more difficult to define than that for marine systems. The con
ceptual equilibrium surface that defines the upper limit of accommodation space 
(Fig. 13. 15) in fl uvial systems is commonly taken a s  the graded profile, or profile 
of equilibrium, of a stream. (A graded profile is the longitudinal profile of a grad· 
ed stream or of a stream whose gradient at every point is just sufficient to enable 
the stream to transport the load of sediment made available to it.) The level to 
which a stream can ultimately grade is  called the bayline, which is effectively sea 



1 3.3 Sequence Stratigraphy 457 

level for streams that drain into the ocean. Changes in a stream's graded profile 
can either create or remove accommodation space. Such changes can include 
changes in discharge, sediment supply, channel form, and uplift, as well as the po-
sition of the bayline (sea level). Application of sequence-stratigraphy concepts to 
nonmarine systems is being actively researched but is still controversial. The gen-
eral view is that the lower reaches (100-150 km) of fluvial systems are most likely 
to be greatly affected by base-level changes and that it is this portion of fluvial sys-
tems that is most likely to be preserved in the stratigraphic record (see Shanley 
and McCabe, 1994, and Vincent, Macdonald, and Gutteridge, 1998). 

Global Sea-Level Analysis 
General Principles. One of the most controversial applications of sequence
stratigraphy concepts is the analysis of ancient sea levels. As discussed through
out this book, changes in sea level have an important bearing on sedimentation 
patterns. Studies of sea-level changes have special relevance with respect to analy
sis of cyclic successions in the stratigraphic record. Sea-level changes through time 
have been studied particularly intensively by P. R. Vail and his associates at the 
Exxon research laboratory in Houston (e.g., Vail, Mitchum, and Thompson, 1977a, 
1977b; Haq, Hardenbol, and Vail, 1988). These authors used seismic data and sur
face outcrop data to integrate occurances of coastal onlap, marine (deep-water) 
onlap, baselap, and toplap into a model that involves asymmetric cycle oscilla
tions of relative sea level. 

Vail and his group inferred changes in relative sea level by reference to 
coastal onlap charts. These charts were constructed by estimating from seismic 
profiles the magnitude of sea-level rise, as measured by coastal aggradation (the 
thickness of coastal sediments deposited during sea-level rise). The amount of sea
level drop is determined by measuring the magnitude of downward shifts in 
coastal onlap, that is, the elevation (vertical) difference between the point of max
imum coastal onlap reached at maximum sea level and the point of maximum sea
level fall, which is determined from the seismic records by the position where the 
next (younger) onlap unit lies above the unconformable surface produced during 
the sea-level fall (Vail, Mitchum, and Thompson, 1977a; Vail, Hardenbol, and 
Todd, 1984). The procedures used in constructing a relative coastal onlap chart 
from coastal and marine sequences are illustrated in Figure 13.18.  

The first step involves analysis of sequences such as those shown as units A 
through E of Figure 13.18A. Sequence boundaries, areal distributions, and the 
presence or absence of coastal onlap and toplap are determined by tracing reflec
tions on seismic profiles. Available age controls from well data are used to estab
lish the geologic-time range of each sequence. An environmental analysis is also 
made from seismic and other available data to distinguish coastal facies from ma
rine facies. The second step is to construct a chronostratigraphic (time-stratigraphic) 
chart of the sequences, a procedure first described by Wheeler (1958). Both stratal 
surfaces and unconformities give time-stratigraphic information. Because they are 
depositional surfaces, the seismic response to strata surfaces are assumed to be 
chronostratigraphic reflectors. In addition, because seismic reflectors are isochro
nous (have the same age everywhere), they can cross lithologic boundaries. That is, 
the seismic reflections from a given surface may extend laterally through a variety 
of lithofacies. Seismic reflectors may be traced continuously, for example, through a 
shelf system, over the shelf edge, and downward through an equivalent slope sys
tem. Unconformities are not isochronous surfaces; however, strata below an un
conformity are older than strata above it. Therefore, strata between unconformities 
constitute time-stratigraphic units. After determining the ages of depositional 
sequences, such as those shown on the stratigraphic cross section in Figure 
13.18A, from well-control or other information, workers plot the stratigraphic 
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Figure 1 3.18 
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information against geologic time to construct a chronostratigraphic correlation 
chart (Fig. 13.18B). Such charts are referred to as Wheeler diagrams. The final step 
in the procedure is to identify cycles of relative coastal onlap in each seismic se
quence, measure the magnitude of aggradation and seaward downshifts in coastal 
onlap that result from relative rise and fall of sea level, and plot these changes and 
sea-level standstills against geologic time as shown in Figure 13.18C. Thus, the 
magnitude of coastal aggradation is a measure of a relative rise in sea level; a rela
tive standstill is indicated by coastal toplap; and seaward shifts in coastal onlap 
indicate a relative sea-level fall. The plots of relative coastal onlap are repeated for 
each sequence (cycles A though E of Fig. 13.18C) to complete the relative coastal 
onlap chart. Finally, the changes in relative coastal onlap are used as the basis of 
inferring changes in relative sea level. For simplicity, it is assumed that there has 
been no subsidence of the margin and that the bed-thinning effects of compaction 
under deep burial have been considered (original thickness restored). 

The time interval occupied by a relative rise and fall of sea level, as inter
preted from a coastal onlap chart such as that shown in Figure 13.18C, constitutes 
a cycle of relative sea-level change in a region. Vail, Mitchum, and Thompson 
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Figure 1 3.19 
Eustatic sea-level curves for Phanerozoic 
time. (A) Hallam, 1 984; (B) Vail, Mitchum, 
and Thompson, 1 977b. [From Hallam, A., 
1 984, Pre-Quaternary sea-level changes: 
Ann. Rev. Earth and Planetary Sciences, v. 
1 2, Fig. S ,  p. 220, reprinted by permission.] 

(1977b) correlated regional cycles and used this information to construct compos
ite charts of global cycles of relative sea-level change. They interpreted these cy
cles to be worldwide and apparently to be controlled by absolute or eustatic 
sea-level changes. Figure 13 .19 shows the chart p ublished by Vail, Mitchum, and 
Thompson ( 1977b); a somewhat different chart constructed by Hallam (1984) from 
compilations of continental flooding is shown also for comparison. Upon publica
tion, the Exxon coastal onlap charts, and the relative sea-level curves inferred from 
these charts, immediately generated lively interest, d iscussion, and controversy 
among geologists. They continue to be a focus of controversy. 

Reliability of Sea-level Analysis from sequence-Stratigraphic Data. Following publi
cation of the coastal onlap curves of Vail, Mitchum, and Thompson (1977b), several 
workers (e.g., Brown and Fisher, 1 980; Kerr, 1984; Miall, 1986) challenged the basic 
premise of the Vail group that these curves primarily reflect eustatic changes i n  
sea level, and they pointed out that tectonism (basin subsidence) and rates o f  sed
iment 5\lpply also affect these curves. Nonetheless, interest by the geologic com
munity in sea-level analysis continued at a high level. The publication in 1988 of 
the SEPM Special Publication Sea-Level Changes: An Integrated Approach, edited by 
Wilgus et a!., is an indication of this interest. This volume contains several articles 
on analysis of sea-level changes as well as articles dealing with sea-level changes 
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Figure 13.20 

and sequence stratigraphy. In this volume, Hag, Hardenbol, and Vail (1988) pre
sent a new generation of coastal onlap curves and corresponding eustatic sea-level 
curves for the Mesozoic and Cenozoic (originally published by the same authors 
in 1987) that have been the subject of considerable subsequent discussion and con
troversy (e.g., Christie-Blick, Mountain, and Miller, 1990; Hallam, 1998; Miall, 
1991, 1992, 1994, 1997; Walker, 1990). Haq, Hardenbol, and Vail (1988) indicate that 
these new curves are based on well-log and outcrop data as well as seismic data 
and have greater resolution than that obtainable from seismic data alone. These 
highly detailed curves are not reproduced in full here; however, a much simplified 
portion of the late Tertiary and Quaternary curve is shown in Figure 13.20 to illus
trate the coastal onlap chart and show the nature of the second-order and third
order sea-level cycles interpreted from this chart Figure 13.21 shows a more 
complete, but still simplified, part of the cycle chart for the Tertiary. 

Christie-Blick, Mountain, and Miller (1990) provide a comprehensive cri
tique of seismic stratigraphy and its usefulness in sea-level analysis and interpre· 
tation of the stratigraphic record. With respect to the Haq, Hardenbol, and Vail 
(1988) curves, Christie-Blick et a!. are particularly concerned by what they call the 
uncritical interpretation of all second- and third-order boundaries as resulting 
from eustatic sea-level changes. They maintain that amplitudes of eustatic fluctu
ations cannot be inferred from seismic stratigraphic data alone because coastal 
aggradation (the vertical component of onlap) is primarily a result of basin subsi
dence, not sea-level rise. Furthermore, downward shifts in onlap reflect only the 
rate of sea-level fall in relation to the rate of basin subsidence. They suggest that 
the large component of basin subsidence cannot be easily or objectively removed 
to derive the smaller eustatic signal. Christie-Blick et a!. point out further that an
other major limitation of the global onlap chart is the uncertainties about the cali
bration of many boundaries to the geologic time scale. Another potential problem 
in interpretation arises from the operation of autocyclic mechanisms (Chapter 12), 
such as delta switching, that can generate small-scale cycles. Miall (1991, 1992, 
1994) also concludes that the implied precision of the Mesozoic-Cenozoic global 
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cycle chart of Haq, Hardenbol, and Vail (1988) is not justified. He maintains that 
the chart is not an independently tried and tested global standard and that the im
plied precision is unsupportable because it is greater than that of the best available 
chronostratigraphic techniques, such as those used to construct the global stan
dard time scale (Chapter 15). 

In spite of these criticisms, interest in sea-level analysis and sequence stratig
raphy in general remains high. To quote Plint et aL (1992), "The Exxon sea-level 
curve is here to stay, although it is likely to undergo progressive evolution and re
finement as more data are gathered and better chronostratigraphic control be
comes available." Over the next several years, geologists all over the world will 
surely be watching the outcome of the sea-level controversy. Hallam (1998) points 
out that relative sea levels can be studied by using an alternate approach that em
ploys facies analysis. Fundamentally, this approach involves estimating relative 
sea-level changes by studying shallowing-upward successions in carbonate and 
siliciclastic rocks. 

Figure 13.21 
Simplified global sequence 
chart for part of the Ter
tiary and Quaternary. The 
polarity column shows the 
geomagnetic time scale 
(explained in Section 
1 3 .4); series and stages are 
discussed in Chapter 1 5 . 
[After Haq, B. U., ) . Hard
enbol, and P. R. Vail, 1 987, 
Chronology of fluctuating 
sea levels since the Triassic: 
Science, v. 235, Fig. 2, 
p. 1 1 58. Copyright 1 987 
by the AMS. As redrawn 
by Vai l  et al., 1 991 .] 
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Summary Remarks. The sequence concept produced a revolution in stratigraphy 
during the 1980s and early 1990s and gave rise to the term sequence stratigraphy, 
defined as the study of rock relationships within a chronostratigraphic (time 
stratigraphic} framework of repetitive, genetically related strata b ounded by sur
faces of erosion or nondeposition or their correlative conformities (Van Wagoner 
et al., 1988). Numerous geologists have embraced the sequence stratigraphy con
cept, and it  is currently widely applied, particularly within the petroleum industry, 
to a variety of stratigraphic successions. Since the initial concept was proposed, 
numerous papers on sequence stratigraphy have been presented at scientific 
meetings and published in the geological literature. The concept has not, however, 
been without its detractors, as mentioned. It has been criticized, among other 
things, for being largely theoretical and introduced without specific, worked-out 
examples; for inadequate attention to problems of scale; and for an overemphasis 
on eustatic sea-level cycles without due regard to the effects of local tectonism and 
sediment supply. Also, it is difficult to apply the sequence concept to nonmarine 
and deep-sea sediments, which may not be subdivided into well-defined uncon
formity-bounded units. 

Nonetheless, the sequence-stratigraphic concept is now widely embraced 
and has certainly revived interest in stratigraphy and produced many new ideas. 
The aspect of sequence stratigraphy that deals with global eustasy has been the 
most severely criticized part of the theory. As discussed, many geologists simply 
do not believe that reliable global sea-level charts can be constructed from se

quence-stratigraphic data. On the other hand, most geologists agree that relative 
sea-level changes do affect the geometry and facies distribution of sediments de
posited on continental margins and within sedimentary basins. Such facies can be 
effectively studied and interpreted b y  using outcrop and subsurface data within a 
sequence-stratigraphic framework. Thus, sequence stratigraphy appears to be a 
useful tool for stratigraphic analysis even if the global nature of sea-level curves 
produced by the Exxon group cannot be proven. 

Galloway (1989) proposed an alternative method for defining sequences 
based on the concept of repetitive episodes of progradation punctuated by peri
ods of transgression and flooding of depositional surfaces. Galloway's sequences 
are bounded by features formed during maximum submergence, in contrast to the 
Exxon sequences, which are bounded by features formed during maximum emer
gence. At this time, the Exxon scheme for defining sequences appears to be more 
widely understood and used. 

13.4 MAGNETOSTRATIGRAPHY 

General Principles 

Magnetic stratigraphy, or magnetostratigraphy, is a relatively new branch of 
stratigraphy developed largely since about the middle 1960s. The principles of 
magnetic stratigraphy were initially applied to the study of volcanic rocks and 
sediments younger than about 5 million years. Magnetic stratigraphic techniques 
have now been applied to much older rocks, and a detailed magnetic polarity time 
scale has been extended to the Jurassic and parts of the older record. Magnetic 
stratigraphy came about through the discovery that magnetic iron-rich minerals 
in igneous and sedimentary rocks can preserve the orientation or field direction of 
Earth's magnetic field at the time the rocks were formed. During the cooling of 
molten rock, iron-bearing minerals become magnetized in alignment with Earth's 
magnetic field as they cool through a critical temperature of about 500°C-600°C 
(for magnetite), the Curie point. As they approach this temperature, the influence 
of the magnetic field exerts itself, and the atomic-scale magnetic fields within the 
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crystal lattices of the minerals begin to line up parallel to one another and to the 
direction of the magnetic lines of force around Earth. With further cooling, these 
atoms become locked into this orientation, and each mineral in essence becomes a 
small magnet, having polarity consistent with Earth's magnetic field. These mag-
netic properties are retained for geologically long periods of time unless the rocks 
are again heated to near the Curie point. Therefore, this residual magnetism is 
called remanent magnetism, or thermal remanent magnetism (TRM). 

During deposition of sediments, small magnetic mineral grains are able to 
rotate in the loose, unconsolidated sediment on the depositional surface and thus 
align themselves mechanically with Earth's magnetic field. This (statistically) pre
ferred orientation of magnetic minerals in sedimentary rocks imparts bulk mag
netic properties to the rocks, referred to as depositional remanent magnetism or 
detrital remanent magnetism. Because sediment grains can be disturbed by bio
turbating organisms or by physical and chemical processes during burial and dia
genesis, the magnetization of sedimentary rocks is less stable, as well as weaker, 
than that of volcanic lavas. The study of remanent magnetism in rocks of various 
ages to determine the intensity and direction of Earth's magnetic field in the geo
logic past is called paleomagnetism. 

Remanent magnetism is measured by instruments called magnetometers. 
Early magnetometers were capable of making paleomagnetic measurements only 
in igneous rocks and highly magnetized iron-bearing red sediments. Modem su
perconducting magnetometers can measure the magnetism in much more weakly 
magnetic sediments, including carbonates. Remanent magnetism is complex and 
can include secondary magnetism caused by prolonged effects of Earth's present 
magnetic field or by chemical changes owing to alteration of one magnetic miner
al to another. Demagnetization techniques are available for destroying this sec
ondary magnetic effect in the laboratory so that the primary magnetization can be 
measured. I t  is this primary magnetic component, which records Earth's geomag
netic field at the time volcanic or sedimentary rocks formed, that is of interest in 
stratigraphic studies. 

The significance of primary remanent magnetism for stratigraphic studies 
stems from the fact that Earth's magnetic field has not remained constant through
out geologic history but has frequently reversed. The geomagnetic field is generat
ed in some poorly understood way by the motion of highly conducting nickel-iron 
fluids in the outer part of Earth's core; this motion is assumed to be controlled by 
thermal convection and by the Coriolis force generated by Earth's rotation, consti
tuting what is called a self-exciting dynamo (e.g., Butler, 1992; Merrill, McElhin
ny, and McFadden, 1996). Studies of the remanent magnetism in igneous and 
sedimentary rocks show that the dipole (main) component of Earth's magnetic 
field has reversed its polarity at irregular intervals from Precambrian time on
ward, apparently because of instabilities in outer-core convection (Merrill, McEl
hinny, and McFadden, 1996). \-\'hen Earth's magnetic field has the present 
orientation, it is said to have normal polarity. When this orientation changes 180°, 
it has reversed polarity. 

Figure 13.22 illustrates diagrammatically the magnetic lines of force around 
Earth during normal and reversed polarity epochs. Note that during a time of nor
mal polarity the magnetic lines of force appear to "flow" out of Earth at the geo
graphic South Pole, bend around Earth, and reenter at the geographic North Pole. 
Thus, a compass needle hinged vertically (swings up and down) would point 
down (into Earth) at the North Pole and up (out of Earth) at the South Pole. The 
flow direction of the magnetic lines of force, and the direction of a compass nee
dle, would reverse during an episode of reversed polarity. 

Reversals of Earth's magnetic field are recorded in sediments and igneous 
rocks by patterns of normal and reversed remanent magnetism. The direction of 
magnetization of a rock is defined by its north-seeking magnetization. If the 
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(A) NORMAL (B) REVERSE 

Geographic North 

Figure 1 3.22 
Schematic representation of Earth's magnetic 
field during episodes of (A) normal and (B) re
versed polarity. [After Wylie, P. )., 1 976, The 
way the Earth works: john Wiley and Sons, 
Inc., Fig. 9 . 1 ,  p. 1 20, reprinted by permission.] 

north-seeking magnetization of rocks points toward Earth's present m agnetic 
north pole, the rock is said to have normal-polarity magnetization. If the north
seeking magnetization points toward the present-day south magnetic pole, the 
rock has reversed-polarity magnetization, or reversed polarity. Thus, sedimenta
ry and igneous rocks that display bulk remanent magnetic properties of the same 
magnetic polarity as the present magnetic field of Earth have normal polarity, 
whereas those that have the opposite magnetic orientation have reverse polarity. 

These geomagnetic reversals are contemporaneous worldwide phenomena. 
Thus, they provide unique stratigraphic markers in igneous and sedimentary 
rocks. The reversal process is thought to take place over a period of 1000-10,000 
years (e.g., Clement, Kent, and Opdyke, 1982). The intensity of the magnetic field 
decreases by 60-80 percent over a period of about 10,000 years preceding reversal. 
The actual reversal requires about 1000-2000 years, followed by a buildup of in
tensity for the next 10,000 years (Cox, 1969). The last unquestioned reversal of the 
magnetic field took place approximately 700,000 years ago, although a brief rever
sal or excursion of the field may have occurred about 20,000 years ago. 

[Note: The intensity of Earth's magnetic field has been declining over the past 
few centuries. It has decreased by 10 percent in the past 300 years, and the rate of 
decline is increasing. It is possible that the magnetic field will fall to nearly zero in 
the next millennium, leading scientists to speculate that another magnetic reversal 
is in the making (Nova, 2003). Think what that would do to compass directions!] 

In the early years of paleomagnetic study, intervals of reversed or normal po
larity lasting 100,000 years or more were called epochs and those having a dura
tion of about 10,000-100,000 years were called events. Geomagnetic polarity 
reversals are now known to occur on a much broader spectrum of time scales 
ranging from less than 10,000 to greater than 10 million years. Magnetic stratigra
phy is based on these changes in polarity recorded in sediments or volcanic rocks 
that produce recognizable patterns of alternating-polarity stratigraphic units that 
can be used for chronological and correlation purposes. 

Sampling, Measuring, and Displaying Remanent Magnetism 

To determine remanent magnetism in sedimentary rocks, geologists commonly re
move samples from the field for subsequent laboratory analysis (see McElhinny 
and McFadden, 2000, and Tauxe, 2002, for details), although techniques have been 
developed to measure remanent magnetism in well bores (e.g., Bouisset and Au
gustin, 1993). Three kinds of samples may be taken: 

1. Samples cored with a portable drill. Cores taken by this method are com
monly 2.5 em in diameter and 6-12 em long. Before cores are broken out of the 
rock on the outcrop, the orientation of the cores must be determined and 
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marked on the sample. The inclination (dip) of the core axis is determined and 
the azimuth of the core axis (deviation from geographic north) is measured by 
use of a magnetic and/ or sun compass. 

2. Oriented block (hand) samples. These samples, which are broken from the 
outcrop with a hammer, are easier to obtain than core samples but present 
more difficulties with later orientation in the laboratory instruments. 

3. Cores of lake- or ocean-bottom samples. Sediment cores, commonly obtained 
by piston coring apparatus, are assumed to penetrate the sediment vertically 
but are azimuthly unoriented. 

In the laboratory, the remanent magnetism of a rock specimen is measured by 
means of a magnetometer. Several types of magnetometers (balanced fluxgate, cy
rogenic, astatic, spinner) are used (Hailwood, 1989; Butler, 1992). Three orthogo
nal components of magnetism are commonly measured; these three components 
are then combined to give the direction and intensity of the magnetic vector of the 
specimen. Because most rocks carry different components of magnetization that 
have been acquired at different times, the signature of secondary magnetism must 
be removed to reveal the primary remanent magnetism. Secondary magnetization 
may be removed by progressive demagnetization methods such as alternating 
field demagnetization, thermal demagnetization, and chemical demagnetization. 

Once primary remanent magnetism has been measured, vector directions in 
paleomagnetism are described in terms of the following: 

1. Inclination (with respect to component in the original bed at the collecting 
station) 

2. Declination (with respect to geographic north) (Fig. 13.23) 

Inclination is called positive if downward directed and negative if upward direct
ed. Positive inclination in the Northern Hemisphere indicates normal polarity; 
negative inclination means reversed polarity. Inclination directions are opposite 
relative to the polarity in the Southern Hemisphere. Inclination and declination to
gether define the geomagnetic field vector (F in Fig. 13.23). Inclination is a func
tion of the latitude at which the rock specimens formed, and declination shows the 
deviation of the ancient paleomagnetic pole from the geographic pole. The polarity 
data are commonly displayed graphically in polarity-reversal stratigraphic 
columns by plotting intervals of normal polarity in b lack and intervals of reversed 

Geographic north 

Vertical 
component 

Magnetic north 

: (horizontal component) 

I 
I 

Figure 13.23 
Description of the direction of the geomagnetic field. The total magnetic 
field vector F can be divided into a vertical component and a horizontal 
component. The angle 0 is the declination, the azimuthal angle between 
magnetic north and geographic north. The angle I is the inclination (dip), 
the angle between the horizontal and F. 
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Figure 1 3.24 
Late Cenozoic (Pliocene-Pleistocene) geomagnetic polarity time 
scale. Each horizontal line in the columns labeled normal polarity, 
intermediate polarity, or reversed polarity represents an igneous 
rock for which both K-Ar age and geomagnetic polarity have been 
determined. Auxiliary information from marine magnetic anomaly 
profiles and deep-sea core paleomagnetism have also been used. 
Black pattern in the dominant-polarity column indicates normal 
polarity; white indicates reversed polarity. Arrows indicate disputed 
short polarity intervals or geomagnetic "excursions"; numbers to 
the right of the polarity column indicate interpreted ages of polari
ty boundaries. [After Maniken, E. A., and G. B. Dalrymple, 1 979, 
Revised geomagnetic polarity time scale for the interval 0-5 m .y. B. 
P. : jour. Geophysical Research, v. 84, Fig. 3, p. 624.] 
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polarity in white (e.g., Fig. 13,24). Dating of the polarity intervals by radiometric and 
biochronologic methods forms the basis of the magnetic polarity time scale, de
scribed in the next paragraphs. Data may be plotted also as virtual geomagnetic pole 
(VGP) latitudes. The VGP represents the position of the effective north geomagnetic 
pole calculated from both inclination and declination information (Hailwood, 1989). 

Magnetic Polarity Time Scales 

The concept of remanent magnetism is well known to today's students of geology; 
however, only a few studies of rock magnetism had been made prior to the 1960s. 
The basic principles of magnetostratigraphy were developed in the early and 
middle 1960s in the remarkably short time of about five years by two groups of 
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scientists working independently and competitively-<me group in northern Cal-
ifornia and one in Australia. The initial development of a magnetic polarity se-
quence by these groups of scientists is summarized by Cox (1973), Glen (1982), 
McDougall (1977), and Watkins (1972). These scientists quickly realized the geo-
logic potential of magnetic reversals. If the absolute age of reversals could be es-
tablished, a quantitative time scale for reversals could be set up that would be 
extremely useful for stratigraphic correlation and other purposes. 

The first such polarity scales were achieved by measuring the ages and mag
netic polarities of young volcanic rocks on land by using potassium-argon (K-Ar) 
techniques to estimate the ages of the rocks younger than about 5 million years 
(Cox, Doell, and Dalrymple, 1963). During the 1960s, the geomagnetic time scale 
evolved through numerous versions as new data points were added and age esti
mates were refined (McDougall, 1979). Figure 13.24 shows the version of the time 
scale that had emerged by 1979. Note from Figure 13.24 that this polarity time 
scale is subdivided into polarity "epochs," each named for a distinguished scien
tist who contributed to development of the field of geomagnetism; shorter 
"events" were named for localities where definitive paleomagnetic characteristics 
of specific groups of rocks has been studied, commonly localities where the rocks 
were first sampled. We now understand that there is no fundamental distinction 
between polarity epochs and polarity events and that polarity intervals of a wide 
spectrum of durations are possible (e.g., Butler, 1992, p. 210). 

In addition to study of the polarity of volcanic rocks on land, a second very 
important source of information about magnetic reversal sequences is provided 
by the linear anomaly patterns discovered in volcanic rocks of the ocean floor, par
ticularly along mid-ocean ridges, and first interpreted by Vine and Matthews 
(1963). (Magnetic anomalies are significant deviations from Earth's magnetic 
background on either a local or regional scale.) These linear "stripes" of normal
and reversed-polarity magnetic rocks (e.g., Fig. 13.25) are roughly parallel to ridge 
crests and are typically 5-50 km wide and hundreds of kilometers long. These 
anomalies were produced owing to reversals in Earth's magnetic field as successive 

Age of oldest sediment 
in contact with igneous 
basement gives age of 
seafloor & corresponding 
anomaly 

Sediment � 

Igneous 
basement 
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reverse 
polarity 
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Figure 1 3.25 
Schematic illustration of the 
principles by which the 
biostratigraphic age of sedi
ments (determined by 
deep-sea drilling) overlying 
igneous basement can be 
used to date a particu lar 
marine magnetic anomaly. 
[From Hailwood, E. A., 
1 989, Magnetostratigraphy: 
Geological Soc. Spec. Re
port 1 9, Blackwell Scientific 
Publications. Fig. 17, p. 29, 
reproduced by permission.] 



468 Chapter 13  I Seismic, Sequence, and Magnetic Stratigraphy 

Figure 1 3.26 
Magnetic polarity time 
scale for the Cenozoic-late 
Mesozoic. Intervals of nor
mal polarity are shown in 
black, reversed polarity in 
white. Intervals lacking 
magnetostratigraphic stud
ies or having uncertain va
lidity are cross-hachured. 
[Compiled by Ogg, ). G., 
1 995, Magnetic polarity 
time scale of the Phanero
zoic, in Ahrens, T. j. (ed.), 
Global Earth physics-A 
handbook of physical con
stants: AGU Reference Shelf 
1 ,  American Geophysical 
Union, Washington, D.C., 
Fig. 2, p. 252, reproduced 
by permission.] 

flows of lava erupted along ridge crests and cooled below the Curie point. Previ
ously magnetized volcanic rock was pushed or pulled aside from the ridges as new 
volcanic rock formed and became magnetized. Vine and Matthews (1963) hypothe
sized that the linear magnetic anomaly patterns on the ocean floor correlate with 
normal and reversed polarity intervals in the geomagnetic scale established on 
land, allowing the ages of the anomalies to be estimated. The fact that the magnetic 
anomalies are roughly symmetrical about spreading ridges was a critically impor
tant piece of evidence used in developing the concept of seafloor spreading. 

The principal problem with the oceanic record is that it is very difficult to 
date directly. Paleontologic ages on the oldest sediments overlying marine mag
netic anomalies are available where basement has been reached by Deep Sea 
Drilling Program (DSDP) or Ocean Drilling Program (ODP) drill holes, but large 
uncertainties are often associated with these age determinations. Figure 13.25 il
lustrates the method of dating seafloor anomalies by use of paleontologic data. By 
making use of data from the ocean floor magnetic record, a detailed paleomagnetic 
time scale dating back to the Jurassic has now been established (Fig. 13.26). 
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A detailed magnetic-polarity time scale for rocks older than the Jurassic has 
been more difficult to establish because the continuous oceanic geomagnetic time 
scale cannot be extrapolated beyond the age of the oldest oceanic crust (about 
160-170 m.y; older oceanic crust has been destroyed in subduction zones); howev
er, magnetic reversals are known in terrestrial sections in rocks at least as old as 1 .5 
billion years (Conde, 1982). Although study of on-land stratigraphic sections from 
various parts of the world has now provided many data on the paleomagnetic 
characteristics of early Mesozoic and older rocks on land, our knowledge of the 
polarity time scale for these rocks is much less refined than that for younger rocks. 
Figures 13.27 and 13.28 show generalized polarity reversal patterns for the late 
Mesozoic and Paleozoic; not all of these reversal patterns have been definitely ver
ified (Ogg, 1995). See also Gradstein et al. (1995). 

Terminology in Magnetostratigraphy 

Because magnetostratigraphic polarity units are of primary interest in stratigra
phy, these units are formally subdivided into polarity superzones, polarity zones, 
and polarity sub zones depending upon their duration (Table 1 3.3). The equivalent 
geochronologic time units are referred to as chrons or superchrons. This terminol
ogy is recommended by the lUGS International Subcommission on Stratigraphic 
Nomenclature and the IUGS/IAGA Subcommission on a Magnetic Polarity Time 
Scale (see Salvador, 1994). The polarity zone is the fundamental polarity unit for 
subdivision of stratigraphic sections. A polarity zone may consist of strata with a 
single direction of polarization throughout, may be composed of an intricate alter
nation of normal and reversed units, or may be dominantly either normal or re
versed but with minor subdivisions of the opposite polarity. A polarity superzone 
consists of two or more polarity zones, and a polarity subzone is a subdivision of 
a polarity zone. The North American Stratigraphic Commission follows approxi
mately the same scheme of nomenclature as that proposed by the JUGS (see the 
North American Stratigraphic code in Appendix C). The principal polarity zone 
names now in use are the well-established names such as Brunhes, Matuyama, 
Gauss, and Gilbert, which are used for the most recent 5 million years of Earth's 
history. Historically, these units have been called epochs (Fig. 13.24); however, it is 
now recommended that these "epochs" be called the Brunhes, Matuyama, Gauss, 
and Gilbert polarity zones, or the Brunhes, Matuyama, Gauss, and Gilbert polari
ty chrons, if referring to time. Similarly, the so-called "events," such as the Jaramil
lo, Olduvai, and Reunion, should now be referred to as the Jaramillo, Olduvai, 
and Reunion polarity subzones {in rocks) or subchrons (for time). 

Applications of Magnetostratigraphy and Paleomagnetism 

Correlation 
The primary application of magnetostratigraphy lies in its use as a tool for global 
correlation of marine strata. Magnetostratigraphic correlation is particularly im
portant where paleontologic or lithologic correlation is difficult. It has special 
significance for international correlation because geomagnetic reversals are con
temporaneous, synchronous, worldwide phenomena. They have worldwide 
scope owing to the fact that reversals of Earth's magnetic field affect the magnetic 
field everywhere on Earth at the same time. Because the polarity time scale can be 
calibrated radiometrically or paleontologically, polarity events thus provide a pre
cise tool for chronostratigraphic (time) correlation. The first significant application 
of magnetostratigraphic techniques to correlation and age determinations of rocks 
was correlation of linear ocean-floor magnetic anomalies to on-land sections of 
volcanic strata whose ages had been determined by radiometric methods. These 
correlation techniques were subsequently extended to cores of oceanic sediments. 
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Figure 13.27 
Magnetic polarity time scale for 
jurassic to Permian. Intervals of 
normal polarity are shown in black, 
reversed polarity in white. Intervals 
lacking magnetostratigraphic stud
ies or  having uncertain validity are 
cross-hachured. [Compiled by 
Ogg, ]. G., 1 995, Magnetic polarity 
time scale of the Phanerozoic, in 
Ahrens, T. J. (ed.), Global Earth 
physics-A handbook of physical 
constants: AGU Reference Shelf 1 ,  
American Geophysical Union, 
Washington, D.C., Fig. 3,  p. 260, 
reproduced by permission.] 

Age Geologic Polarity 
{Ma) Age Chron 

Age Geologic 
(Ma) Age 

Until very recently, correlation of sediment cores by use of magnetic polarity 
events had its greatest application in the study of marine sediments younger than 
about 6 to 7 million years. Correlation was previously restricted to very young 
rocks because the magnetic time scale had not been developed beyond about 7 
Ma, and because most gravity and piston cores of ocean-floor sediment did not 
penetrate deep enough to sample older sediments. As mentioned, the detailed 
geomagnetic time scale has subsequently been extended to about 160-170 Ma. 
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Furthermore, deeper coring by use of hydraulic piston cores now makes it possi
ble to obtain undisturbed cores of sediments as old as about middle Miocene. 
Longer cores obtained during the Deep Sea Drilling Program and Ocean Drilling 
Program by rotary coring methods have recovered rocks as old as about middle 
Jurassic; however, these rotary cores are commonly too badly disturbed to provide 
unambiguous paleomagnetic data. Because paleomagnetic methods have now 
been extended to correlation of on-land sections, this development opens up the 
possibility of even more extensive future use of paleomagnetic methods for corre
lating on-land stratigraphic sections. Magnetostratigraphy thus becomes an im
portant tool for international correlation of older, on-land strata as the magnetic 
polarity time scale is extended farther back into geologic time. 

Figure 13.29 provides an easily visualized example of paleomagnetic correla
tion in cores of young oceanic sediment. Beginning with the Brunhes Normal 
Epoch (polarity chron) at the top of the cores, the correlation can be carried down
ward on the basis of the patterns of reversed and normal polarity. With longer 

Figure 1 3.28 
Magnetic polarity time scale 
for the Paleozoic. I ntervals 
of normal polarity are 
shown in black, reversed 
polarity in white. Intervals 
lacking magnetostrati
graphic studies or having 
uncertain validity are cross
hachured. Unverified Paleo
zoic polarity intervals from 
the Soviet scale (Khramov 
and Rodionov, 1 981 ) are 
shown as shades of gray. 
[Compiled by Ogg, J.G., 
1 995, Magnetic polarity 
time scale of the Phanero
zoic, in Ahrens, T. J .  (ed.), 
Global Earth physics-A 
handbook of physical con
stants: AGU Reference Shelf 
1 ,  American Geophysical 
Union, Washington, D.C., 
Fig. 4, p. 265, reproduced 
by permission.] 
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cores and older sediment, correlation becomes more difficult because the magne· 
tostratigraphic record consists of many sets of reversals (Figs. 13.24 and 13.26) that 
may look very much alike. Correlation of these reversal patterns may require in
dependent radiometric or paleontologic age evidence to first establish stratigraph
ic position. Paleomagnetic reversal patterns are particularly useful for correlating 
long distances across biogeographic boundaries where correlation bv fossils, even 
planktonic fossils, may be difficult owing to the fact that different biogeographic 
provinces are marked by different fossil assemblages. Figure 13.29 shows that pale
omagnetic correlation can be carried across the Arctic, Pacific, Indian, and Atlantic 
ocean basins, each of which is characterized by sediments composed of different 
lithologies with different fossil assemblages. In a similar manner, Figure 13.30 illus
trates how on-land stratigraphic sections can be correlated on the basis of magnet
ic polarity reversal stratigraphy. Additional examples of correlation of on-land 
sections by means of magnetostratigraphy are given by Butler (1992), Aissaoui, 
McNeill, and Hurley (1993), and Belkaaloul et a!. (1997). 

Geochronology 
Although magnetostratigraphic sequence in itself does not normally provide un
equivocal ages for geologic events preserved in strata, correlation of magnetic po
larity zones or anomalies from areas where the ages of magnetic events have been 
established by radiometric methods or paleontologic data to areas where the ages 
of the strata are unknown, or poorly known, provides a means of estimating the 
ages of events in the new areas. Magnetostratigraphic geochronology may be par
ticularly useful in determining ages within stratigraphic successions that are so 
nonfossiliferous that little biostratigraphic age control exists. For example, Heller 
and Tungsheng (1984) used magnetostratigraphic methods to work out the chronol
ogy of nonfossiliferous Chinese loess (eolian) deposits. 

Magnetostratigraphic chronometry can also provide absolute ages for sedi
ments that have been zoned by fossils and whose ages have been estimated from 
fossil data, as described by Hailwood (1989, p .  51) .  For example, McFadden and 
Hunt (1998) correlated magnetopolarity zones within the Oligocene-Miocene 
Arikaree Group of northwestern Nebraska to the magnetic polarity time scale to 
establish absolute ages of important land-mammal zones (Fig. 13.31). The ability 
to correlate a local magnetic polarity zonation to the magnetic polarity time scale 
requires either a unique pattern of magnetic reversals with one or more distinctive 
polarity intervals, excellent biochronological data (Chapter 14), and/ or high
resolution radioisotope age determinations from interbedded datable rocks such 

Figure 13.29 
Paleomagnetic correlations 
of cores from the Arctic, Pa
cific, Indian, and Atlantic 
oceans. Cores have differ
ent lithologies and fossil as
semblages. [From Opdyke, 
N., 1 9 72, Paleomagnetism 
of deep-sea cores: Reviews 
Geophysics and Space 
Physics, v. 1 0, Fig. 20, p .  
244, American Geophysical 
Union, Washington D.C., 
reproduced by permission.] 
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Figure 1 3.30 
Correlation of Late Creta
ceous through Cenozoic 
stratigraphic sections in the 
Umbrian Apennines on the 
basis of magnetostratigra
phy. The sections are also 
correlated with the seafloor 
magnetic anomaly se
quence (right column). Age 
from biostratigraphic 
(foraminiferal) zonation 
(Miocene-Santonian) is 
given at the left of the col
umn showing dominant 
lithology. Magnetic anom
aly numbers and paleonto
logic calibration points 
(shown by arrows) are 
noted at the left side of the 
seafloor polarity column. 
[Redrawn and modified 
from Lowrie, W., and W. Al
varez, 1 981 , One hundred 
mill ion years of geomag
netic history: Geology, v. 9, 
Fig. 1 ,  p .  393.] 
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as volcanic rocks (Chapter 15). In the case of the Arikee Group rocks, which are be
tween about 18 and 30 million years old, correlation is solid because Earth's geomag
netic history during the past 30 million years was relatively "busy," with numerous 
polarity transitions. Thus, the correlation is comparatively easy and unambiguous. 

Another example is the use of magnetostratigraphy of sediment cores or on
land sections as a tool for estimating the ages of volcanic eruptions that took place ei
ther on land or in the ocean. This is done by determining the ages of erupted ash that 
fell or were washed into on-land depositional sites or the ocean and preserved as ash 
beds in sediments (e.g., Shane et al., 1996). By establishing the magnetic chronology 
from the reversal patterns in cores or outcrop sections, geologists can determine the 
ages of ash layers in the sediments by reference to the paleomagnetic time scale, a 
technique called tephrochronology. 

A related application is in determination of rates of sedimentation for deep
sea sediments. Paleomagnetic correlation of deep-sea cores with rocks on land 
whose ages have been determined radiometrically allows absolute ages to be as
signed to the boundaries between different geomagnetic events in the cores. The 
thickness of sediments between horizons within the cores whose ages are thus 
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Figure 1 3.31 
Correlation of the Arikaree Group and 
lower Runningwater Formation, 
northwest Nebraska, to the magnetic 
polarity time scale of Berggren et al. 
(1 995). [From MacFadden, B. j . ,  and R. 
M.  Hunt, ] r., 1 998, Magnetic polarity 
stratigraphy and correlation of the 
Arikaree Group, Arikareean (late 
Oligocene-early Miocene) of north
western Nebraska, in Terry, D. 0., H. E. 
LaGarry, and R. M. Hunt, Jr. (eds.), De
positional environments, lithostratigra
phy and biostratigraphy of the White 
River and Arikaree Groups (late Eocene 
to early Miocene, North America), GSA 
Spec. Paper 325, Fig. 1 6, p. 1 62.] 

determined can then be used to calculate the sedimentation rate. For example, i f  
we assume that 1 0 m o f  sediment were deposited in a given area o f  the ocean dur
ing the time represented in a core by the Matuyama Reversed Polarity chron ex
tending from 2.4 to 0.7 Ma, a time interval of 1 .7 million years, the sedimentation 
rate for this area of the ocean can be calculated as 1 0  m / 1 .7 million yr 5.8 m/ m.y. 

Paleoclimatology 

Ages of sediment cores determined by paleomagnetic methods have also been 
used to study paleoclimate oscillations during the Quaternary and late Pliocene. 
For example, the magnetostratigraphy of deep-sea sediments provided a means of 
estimating the ages of ice-rafted d ebris in piston cores. It  also furnished a method 
of studying the timing of siliceous ooze deposition, which reflects increased bio
logic productivity owing to increased oceanic upwelling and resulting increase in 
nutrients during cooler periods. Quantitative determinations of variations in mi
crofossil assemblages, particularly planktonic foraminiferal assemblages, have 
also been studied in relation to climatic cycles. Some microfossil species are much 
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more abundant d uring cooling trends, whereas others are more abundant during 
warming trends. Also, fluctuations in oxygen-isotope ratios in carbonate shells in 
deep-sea sediments are related to climate changes (Chapter 15). Use of paleomag
netic methods to estimate the ages of these climate-related biologic oscillations, 
fluctuations in oxygen isotope ratios, and variations in distribution of ice-rafted 
material in the oceans has added significantly to our knowledge of climatic fluctu
ations on land. It has also radically changed our ideas about the number of climat
ic cycles that occurred during the Quaternary. We now know, for example, that 
many more cycles of cooling and warming took place than the four major glacial 
advances and retreats postulated from land-based studies. 

Study of Displaced Terranes 

The magnetic inclination of ancient magnetized rocks is now being used exten
sively as a tool to examine presumed movements of continental masses and smaller 
blocks (see McElhinny and McFadden, 2000, for details and case histories). By 
measuring the remanent magnetic inclination and declination in ancient rocks, ge
ologists can reconstruct the original geographic position of these rocks at the time 
they formed. These studies have shown not only that major continents have shifted 
their positions with time, but also that many smaller blocks of rock have moved 
from their original locations. That is, these blocks are now located in different lati
tudes from those in which they formed. Quite commonly the blocks have different 
lithologies and structural attitudes from those of adjoining areas. These exotic 
blocks are often called suspect terranes, referring to the probability that they are 
not now in the geographic positions in which they originally formed. There is 
growing evidence that large portions of many continental margins are made up of 
a collage of these suspect terranes, assembled by seafloor spreading and subduc
tion processes over long periods of time from different parts of Earth. 

Other Applications of Paleomagnetism 

The study of paleomagnetism can be applied to a number of other geologic prob
lems, not all of which, strictly speaking, are stratigraphic problems. These applica
tions include dating of archaeological materials; tracing the source or provenance 
of these materials; study of magnetic fabrics in sedimentary rocks (e.g., paleocur
rent analysis); study of apparent polar-wandering paths of Earth through time; 
and paleogeographic and tectonic plate reconstruction (Aissaoui, McNeill, and 
Hurley1 1993; Butler, 1992; Khramov, 1987; McElhinny and McFadden, 2000; Piper1 
1987; Tarling, 1983; Tauxe1 20021 Ch. 6; Van der Voo, Scotese, and Bonhommet, 
1984; Van der Voo1 1993). 
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14.1 INTRODUCTION 

T
he preceding two chapters focus on stratigraphic relations in sedimentary 
successions that exist owing to the physical characteristic of sedimentary 
rocks, either lithology or physical properties that can be remotely sensed by 

seismic or magnetic instrumentation. We tum now in the present chapter to exam
ine the exceedingly important role that fossil organisms play in stratigraphy. First, 
fossils provide an additional and highly useful method for subdividing sedimen
tary rocks into identifiable stratigraphic (biostratigraphic) units. In addition, they 
make possible the ordering and relative-age dating of strata and their correlation 
on both a continental and (in some cases) a global scale. The characterization and 
correlation of rock units on the basis of their fossil content is called biostratigra
phy. Stratigraphy based on the paleontologic characteristics of sedimentary rocks 
is also referred to as stratigraphic paleontology, the study of fossils and their dis
tributions in various geologic formations. 

Separation of rock units on the basis of fossil content may or may not yield 
stratigraphic units whose boundaries coincide with the boundaries of lithic strati
graphic units. In fact, lithostratigraphic units such as formations commonly can be 
subdivided by distinctive fossil assemblages into several smaller biostratigraphic 
units. Indeed, one of the primary objectives of biostratigraphy is to make possible 
differentiation of strata into small-scale subunits or zones that . can be dated and 
correlated throughout wide geographic areas, allowing interpretation of Earth 
history within a precise framework of geologic time. On the other hand, it is quite 
common for some biologically defined stratigraphic units to span the boundaries 
of formally defined lithostratigraphic units. Some biostratigraphic units may thus 
include parts of two members or formations or even encompass two or more en
tire members or formations. Note in Figure 14.1,  for example, that the Naheola 
Formation contains two biostratigraphic units, the Pr. pusil/a pusilla I.Z. and M. an
gulata I.Z. planktonic foraminiferal zones, whereas the Pr. pseudomenardii R.Z. 
foraminiferal zone spans the Nanafalia Formation and part of the Tuscahoma 
Formation and includes several different rock types (sandstone, shale, marl). 

The concept of biostratigraphy is based on the principle that organisms have 
undergone successive changes throughout geologic time. Thus, any unit of strata 
can be dated and characterized by its fossil content. That is, on the basis of its con
tained fossils, any stratigraphic unit can be differentiated from stratigraphically 
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I l lustration of the relationship between biostratigraphic units 
and lithostratigraphic un its, Tertiary sedimentary rocks of the 
eastern Gulf Coastal Plain, U.S.A. [Based on Mancini, E. A., and 
Tew, B .  H., 1 995, Geochronology, biostratigraphy and 
sequence stratigraphy of a marginal marine shelf stratigraphic 
succession: Upper Paleocene and lower Eocene, Wilcox Group, 
eastern Gulf Coastal Plain, U.S.A., in Berggren, W. A., D. V. 
Kent, M-P. Aubry, and J. Hardenbol (eds.), Geochronology and 
global stratigraphic correlation, Fig. 1 ,  p. 282, SEPM Spec. 
Publ. 54, Tulsa, Okla.] 

younger and older units. Biostratigraphy is obviously closely allied to paleontol
ogy, and a skilled biostratigrapher must also be a well-trained paleontologist. In 
fact, the application of biostratigraphy is for specialists who have intimate knowl
edge of large groups of organisms and their temporal and spatial distribution. Be
cause stratigraphic paleontology is such a complex field, comprehensive treatment 
of this subject is beyond the scope of this book. The aim of this chapter is to intro
duce some very basic concepts and principles of biostratigraphy. Readers who 
wish more in-depth treatment of biostratigraphy should consult standard refer
ence works on paleontology as well as more specialized, biostratigraphically ori
ented monographs such as those listed under "Further Reading" at the end of this 
chapter. 
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We begin discussion of biostratigraphy by examining the concept that fossils 
constitute a valid basis for stratigraphic subdivision. As part of this examination, 
the origin and development of methods for biostratigraphic zonation are traced, 
and the stratigraphic procedures currently in use for classifying, naming, and de
scribing biostratigraphic units are discussed. Organic evolution and the distribu
tion of organisms in both time and space are explored next. We conclude the 
chapter with a discussion of the extremely important role that biostratigraphy 
plays in correlation of stratigraphic units. The use of fossils for calibrating the ge
ologic time scale, called biochronology, is discussed in Chapter 15. 

14.2 FOSSILS AS A BASIS FOR STRATIGRAPHIC 
SUBDIVISION 

Principle of Faunal Succession 

An English surveyor and civil engineer named William Smith, who worked in 
England and Wales in the late 1 700s, is credited with discovering the fundamental 
principle of biostratigraphy. Previous workers had recognized that fossils are the 
remains of once-living organisms, and some workers had even suggested the pos
sibility that certain species of marine-shelled organisms had become extinct. 
Smith was evidently the first to utilize fossils as a practical tool for characterizing, 
subdividing, and correlating strata from one area to another. In his work as a sur
veyor and canal builder, he had discovered by about 1796 that the strata in and 
around Bath in Somerset and for some distance outward were always found in the 
same order of superposition-the order in which rocks are placed above one an
other. Furthermore, he noted that each layer in the stratigraphic succession was 
characterized by the same distinctive fossil assemblage wherever it was found 
throughout the region. Soon, Smith was able to assign any fossil-bearing rock to 
its proper superpositional interval by comparing its fossils with others whose 
stratigraphic position he knew from previous study. He thus discovered that fossil
bearing strata occur in a definite and determinable order. On the basis of Smith's 
discovery; we now know that rocks formed during any particular interval of geo
logic time can be recognized and distinguished by their fossil content from rocks 
formed during other time intervals. This concept has consequently become 
known as the principle (law) of faunal succession. Even without assigning 
names to fossils, Smith successfully used them to establish a stratigraphic succes
sion and to subdivide the rocks into mappable units by a combination of lithologic 
characteristics and fossil assemblages. 

It is important to stress that Smith did not subdivide rock successions on the 
basis of fossils alone. His strata were first delineated and named according to their 
lithology. Then, their characteristic fossils were collected and studied. The use of 
fossils alone to subdivide thick, essentially lithologically homogeneous forma
tions did not come about for another fifteen years. The French scientist George 
Cuvier, a contemporary of Smith's, recognized the desirability of using fossils to 
subdivide rocks but did not attempt this process himself. Subdivision of rock suc
cessions on the basis of fossils was first carried out on sediments of Tertiary age in 
the early 1830s. Deshayes in France (1830), Bronn in Germany (1831), and Lyell in 
England (1833) all proposed subdivisions of Tertiary strata based on fossils (re
ported in Hancock, 1977). Lyell's subdivisions are historically noteworthy. He 
split the Tertiary strata into four units on the basis of the proportions of living to 
extinct species in the rocks (Table 14.1). Thus, we see here for apparently the first 
time the use of fossils as an essential part of the definition of units of geologic time 
and the possibility of biostratigraphy freed from lithologic controL 
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Pliocene (more recent) 
Newer Pliocene 
Older Pliocene 
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Eocene (dawn of recent) 
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Extant species in the rocks ( % )  

90 
33-50 

18 
3.5 

Although Smith's principle of faunal succession was to be the cornerstone for all 
subsequent biostratigraphy, his own work on biostratigraphic successions led to 
only vaguely defined time units. Lyell's subdivisions were similarly vague and, 
in any case, were confined to the Tertiary. A closer look at fossil successions was 
needed to refine their use in dating and correlation. This important step came 
with introduction of the concept of stage, credited to the French paleontologist 
Alcide d'Orbigny. About 1842, d'Orbigny came up with the idea of erecting 
major subdivisions of strata, each systematically following the other and each 
bearing a unique assemblage of fossils. Like Smith, d'Orbigny recognized that 
similarity of fossil assemblages was the key to correlating rock units, but he 
went a step further to propose that strata characterized by distinctive and 
unique fossil assemblages might include many formations (lithostratigraphic 
units) in one place or only a single formation or part of a formation in another 
place. He defined as stages groups of strata containing the same major fossil as
semblages. He named these stages after geographic localities with particularly 
good sections of rock that bear the characteristic fossils on which the stages are 
based. Using the stage concept, he was able to divide the rocks of the Jurassic 
system into ten stages and the Cretaceous rocks into seven stages, each charac
terized strictly by its fossil fauna. 

The boundaries of d'Orbigny's stages were defined at intervals marked by 
the last appearance, or disappearance, of distinctive assemblages of life forms 
and their replacement in the rock record by other assemblages. He conceived 
these stages as having worldwide extent and to be the result of repeated cata
strophic destruction of life on Earth followed by new creations. His ideas on 
catastrophic destruction and special new creation, like those of Cuvier who pre
ceded him, failed to gain lasting acceptance among geologists, and subsequent 
study has shown that his stages and their characteristic faunas are local rather 
than worldwide. Nonetheless, d'Orbigny's concept of stages as major bodies of 
strata characterized by large assemblages of fossils unique to that part of the total 
stratigraphic column was a significant and lasting contribution to the growing 
discipline of biostratigraphy. Somewhat different interpretations of the meaning 
of stage have been used by subsequent workers, but d'Orbigny's basic concept is 
still valid. 

Concept of Zone 

The stage concept of d'Orbigny permitted subdivision of strata into major succes
sions on the basis of fossils. What they did not provide was a method by which 
fossiliferous strata could be divided into small-magnitude, clearly delimited units. 
Friedrich Quenstedt in Germany was particularly critical of d'Orbigny's stages 
because, according to him, d'Orbigny's method "centered around the acceptance, 



482 Chapter 14 I Biostratigraphy 

Figure 14.2 

as the diagnostic faunal aggregate, of species of many strata in many localities, 
lumped together without enough regard for their precise stratigraphic ranges'' 
(Berry, 1987, p. 125). Quenstedt maintained that only by extremely detailed study 
of strata on essentially a centimeter-by-centimeter basis could full understanding 
of the succession of faunas be developed. Quenstedt's own work did not bring 
this notion of detailed biostratigraphic subdivision into full fruition. It remained 
for his student, Albert Oppel, to expand, synthesize, and meld Quenstedt's ideas 
into the concept of the zone. 

Oppel introduced the concept of zone in 1856 and thereby altered for all time 
the practice of biostratigraphy. Working with Jurassic rocks in various parts of 
Germany, he conceived the idea of small-scale units defined by the stratigraphic 
ranges of fossil species irrespective of lithology of the fossil-bearing beds. Oppel 
noted that the vertical ranges of some species were very short; that is, the species 
existed for only a very short time geologically. Others were quite long, but most 
were of some intermediate length. Oppel noted also that the assemblages of fossils 
that characterized the strata were made up of overlapping ranges of fossils. He 
defined his zones by exploring the vertical range of each separate species. Each 
zone was characterized by the joint occurrence of species not found together 
above or below this zone. Thus, the range of some species began at the base of a 
zone (the first appearance of a species), others ended at the top of a zone (the last 
appearance of a species), whereas still others ranged throughout the zone or even 
extended beyond it. Using species ranges, Oppel discovered that he could delin
eate the boundaries between small-scale rock units and distinguish a succession of 
unique fossil assemblages. Each of these assemblages was bounded at its base by 
the appearance of distinctive new species and at its top, that is, the base of the suc
ceeding section, by the appearance of other new species. It is, however, the over
lapping stratigraphic ranges of the species that make up the fossil assemblage 
that typifies a zone (Fig. 14.2). Because a zone represents the time between the 
appearance of species chosen as the base of the zone and the appearance of other 
species chosen as the base of the next succeeding zone, recognition of zones thus 
permits delineation of clear-cut, small-scale time units. Each of Oppel's zones 
was named after a particular distinctive fossil species, called an index fossil, or 
index species, which is but one fossil species in the assemblage of species that 
characterize the zone. 

The concept of zone thus allowed subdivision of stages into two or more 
smaller, distinctive biostratigraphic units that could be recognized and correlated 

Last 
appearance 0 0 

Oppel Zone 

Diagrammatic il lustration of an Oppel zone 
defined by overlapping ranges of two or more 
taxa. 

First 
appearance 
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over long distances. Oppel was able, for example, to subdivide the Jurassic rocks of 
western Europe into 33 zones. It should be noted that Oppel did not start with 
d'Orbigny's stages and subdivide them into zones. Instead, he delineated zones on 
the basis of fossil ranges and then combined the zones into stages, all of which did 
not necessarily fit into one of d'Orbigny's stages as then defined (Hancock, 1977). 

Zones were slow to be adopted into stratigraphic practice, especially in the 
United States, but with minor modifications of Oppel's method they have now be
come the common denominator of biostratigraphic study. Zones have been ex
tended to all parts of the fossil record, not just the Jurassic, and to all areas of the 
world. It is now recognized, however, that there are definite geographic limits be
yond which most zones cannot be traced. The area within which a zone can be rec
ognized is a biogeographic province. Because zones constitute the basic unit of 
biostratigraphic classification, considerable work has gone into efforts to stan
dardize their usage. The current usage of zone and the different kinds of zones 
now recognized are described in the following section. 

14.3 BIOSTRATIGRAPHIC UNITS 
As the preceding discussion makes clear, a biostratigraphic unit is a body of rock 
strata characterized by its fossil content that distinguishes and differentiates it 
from adjacent strata. Furthermore, the zone, or biozone, is the fundamental bios
tratigraphic unit. Biozones do not have any prescribed thickness or geographic ex
tent. They may range in thickness from thin beds a few meters thick to units 
thousands of meters thick and in geographic extent from local units to those with 
nearly worldwide distribution. Recent attempts to standardize nomenclature and 
usage of biozones have been made by the International Subcommission on Strati
graphic Classification (Hedberg, 1976; Salvador, 1994) in the International Strati
graphic Guide and by the North American Commission on Stratigraphic 
Nomenclature in the 1983 North American Stratigraphic Code and pending revi
sions. The usage in this book follows that recommended in the North American 
Stratigraphic Code, but reference is made to usage in the International Strati
graphic Guide where appropriate. 

Principal Categories of Zones 

Revisions to the 1 983 North American Stratigraphic Code (Appendix C) contained 
in North American Stratigraphic Commission Note 64 (Lenz et al., 2001; see also 
http://www.agiweb.org/nacsn/)  subdivides biostratigraphic units into five 
principal kinds of biozones: range biozones (two kinds), interval biozones (two 
or more kinds), lineage biozones, assemblage zones, and abundance biozones 
(Fig. 14.3). Each of these zones is distinguished by different criteria, as explained 
below. 

A taxon-range biozone (Fig. 14.3A) is a body of rock representing the known 
stratigraphic and geographic range of occurrence of a single taxon. A concurrent
range biozone (Fig. 14.3B) is a body of rock that includes the concurrent, coinci
dent, or overlapping part of the ranges of two specified taxa. 

An interval biozone, or subzone, is the body of strata between two specific, 
biostratigraphic surfaces (biohorizons of the International Stratigraphic Guide, 
p. 56). The features on which biohorizons are commonly based include lowest oc
currences (Fig. 14.3C) and highest occurrences (Fig. 14.3D); however, they may also 
include distinctive occurrences and changes in the character of individual taxa, such 
as changes in the direction of coiling in foraminifers or in number of septa in corals. 

A lineage biozone (Fig. 14.3E) is a body of rock containing species repre
senting a specific segment of an evolutionary lineage. 
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Figure 14.3 
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An assemblage biozone (Fig 14.3F) is a body of rock characterized by a 
unique association of three or more taxa, the association of which distinguishes it 
in biogeographic character from adjacent strata. An assemblage biozone may be 
based on a single taxonomic group, for example, trilobites, or on more than one 
group, such as acritarchs and chitinozoans. 

An abundance biozone (Fig. 14.3G) is a body of rock in which the abun
dance of a particular taxon or specified group of taxa is significantly greater than 
in adjacent parts of the section. Figure 14.4 further illustrates subdivision of strata 
on the basis of abundance zones. Note that gaps may exist between zones defined 
on the basis of taxon abundance. 

Rank of Biostratigraphic Units 
The biozone is the fundamental unit of biostratigraphic classification. Other bio
stratigraphic units are formed by either grouping or subdividing biozones. The In
ternational Stratigraphic Guide (Salvador, 1994) suggests that some kinds of 
biozones may be subdivided into subbiozones (subzones) and/or grouped into 
superbiozones (superzones). The North American Stratigraphic Code provides 
that a biozone may be completely or partly divided into subbiozones. 



y 

14.4 The Basis for Biostratigraphic Zonation: Changes i n  Organisms Through Time 485 

Abundance Zone 
�IWA,. 

--·--------- --)-
Relat1ve abundance 

Figure 14.4 
Schematic i l lustration or the abundance zones of three hy
pothetical fossil species. Note that each species reaches 
pea k abundance (total number of individuals) at a particu
lar time and then declines in abundance. J.\ges of the stra
ta increase downward, and relative abundance inc reases 
to the right. 

Naming Biostratigraphic Units 

The n,1me of .1 biozone consists of the n,imc oi one or more distinctive taxc1 found in 

the biozone, followed by the word Biozone (e.g., Turborulalia ccrrozaulensis Biozont'). 
The name of the species whose lowest occurrence defines the b,1se of the zone i� the 
most common choice for the biozone name. 

14.4 THE BASIS FOR BIOSTRATIGRAPHIC ZONATION: 
CHANGES IN ORGANISMS THROUGH TIME 

Evolution 

ll1e practicality of biosh·a tigr,1phy as a tool for characterizing and COITelating strata 
had been clec1rly established by Smith, d'Orbigny, ,md Oppel by the middle of tl1e 
19th cenh1ry. Prob,1bly, none of these workers fully understood why fossil ,,ssem
blages cl1c1ngcd frorn one stratigraphic layer to ano ther, a lthough d'Orbigny cl p
pMently gave considerable thought to the origin of his stilge boundaries. Charles 
Darwin provided the clnSWer to this puzzle a few years after Oppel conceived the 
zone concept. In his monumental work on the origin of species published in 1859, 
Darwin denwnstriltcd tht' existence of orgc1nic evolution and thereby greiltly 
changed subsequent geologicc1l c'lnd philosophical thought, a lthough his ideas 
were by no mec1ns accepted by all  of his contemporaries (nor arc they c1ccepted by 
some people outside the field of science today). 

Darwin WilS not the first to conceive the general idea of evolution, b u t  previ
ous workers held ma rsh,, lied little supporting evidence for their ide,1s. By contr<1St, 
Darwin drew together data on the fossil records of extinct organisms, the n�sults 
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of selective breeding of domestic animals, observations on ecological adaptations 
and variations among living organisms, and details on comparative anatomy. He 
then wove these data into a powerful argument for organic evolution. Darwin 
pointed out that all organisms have high reproductive rates, yet populations of 
these organisms remain essentially constant in the long run. He explained this ob
servation by suggesting that not all organisms of the same kind (species) are equally 
well equipped to survive, and therefore many individuals die before reproducing. 
Each individual of a species differs from other individuals as a result of variations 
that arise within an organism entirely by chance. Some of these chance variations 
may be an advantage to the organism in coping with its environment in its strug
gle for existence. Others may be a disadvantage. Successful variations help organ
isms survive and extend their environment and Unsuccessful variations 
result in extinction. 

Darwin termed this process of weeding out the unfit and survival of the 
fittest natural selection. Furthermore, he proposed that these favorable varia
tions are inheritable and can be transmitted from one generation to the next. 
Darwin's fundamental contribution to understanding evolution was thus recog
nizing that natural selection was the process by which new species arise. New 
species appear because the composition of populations changes with time be
cause those individuals that undergo favorable adaptations will stand a better 
chance of surviving and reproducing. He likely did not understand how varia
tions arose or how these traits were passed on from one generation of organisms 
to the next. The concept of spontaneous changes in genes that we now call 
mutations was not well known at the time Darwin published The Origin of 
Species, although the basic laws of genetics had been set forth in a paper by the 
Austrian monk Gregor Mendel in 1865. 

Taxonomic Classification and Importance of Species 

Organisms can be classified in a variety of ways, including habitat (planktonic, 
nektonic, benthonic) and environmental distribution (littoral, neritic, bathyal, 
etc.); however, taxonomic classification based on morphological and develop
mental similarities and presumed genetic relationships is most pertinent to recog
nizing evolution and biostratigraphic zonation. The basic system of taxonomic 
classification now in use was introduced in 1735 by the Swedish naturalist Lin
naeus, who grouped organisms into a hierarchy of different categories based on 
the number of distinctive characteristics shared in common. Organisms in the 
lowest, or least inclusive, category have the greatest number of common charac
teristics; those in the next highest category have fewer common characteristics; 
and so on, until the highest, or most inclusive, category is reached. In the last cat
egory, organisms share only a very few common characteristics or traits. Lin
naeus's system of classification, as modified by some later additions, is illustrated 
schematically in Figure 14.5. 

The Linnaean system of taxonomic classification brought to light the fact 
that degrees of similarities among organisms differ at different levels of classifica
tion. Differences among groups of organisms are greatest at the kingdom level 
and least at the species level. Species have thus become the fundamental entity of 
biostratigraphy. Biologists define species as a breeding community that preserves 
its genetic identity by its ability to exchange genes with other breeding communi
ties. In other words, all members of a given species have the ability to interbreed, 
but they do not normally breed with members of a different Thus, a 
species constitutes a group of interbreeding organisms that are reproductively 
isolated from other such groups. The criteria for identifying a biologic species are 
difficult to apply to fossil organisms. Therefore, fossil species are commonly 
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characterized mainly on the basis of shell, or skeletal, morphology. Because the 
skeletal morphology of different members of the same species can be quite vari
able, determination of fossil species must be made by taxonomic specialists. Such 
determination may require quantitative measurements of shell parameters and 
computer analysis of measurement data to provide statistical rigor to fossil species 
identification. 

Changes in Species Through Time 

The importance of species in biostratigraphic study lies in the fact that species do 
not remain immutable for all time. If environmental conditions remained ab
solutely constant through time, perhaps species would change very little. The fact 
is that environments do change and, as they change, species also change, although 
environments do not directly cause species to change. Both gene mutation, or 
gene pool combinations, and shifting environmental conditions are essential to 
the evolution of species. Most species are well adjusted to their normal environ
ments, but if an appropriate variation appears in a species just at the time when it 
is becoming inadaptive to a changing environment, the force of natural selection 
may preserve this novel variant (e.g., Shaw, 1964). Thus, species have evolved 
through time as a result of natural selection of those random, chance mutations 
that brought the species into better adjustment with changing environmental con
ditions. 

All indications from the geologic record suggest that species variations are 
one-directional and nonreversible. Once a species has become extinct, it does not 
reappear in the fossil record. As members of a new species increase in numbers, 
they may eventually become abundant and widespread enough to show up in the 
geologic record as the first appearance of the species. When the species is no 
longer able to adjust to shifting environmental conditions, its members decrease 

Figure 14.5 
Schematic representation of 
the hierarchical Linnaean 
system for classifying or
ganisms. All organisms are 
currently grouped into five 
kingdoms, about n inety 
phyla; numerous classes, 
orders, fami l ies, and gen
era; and mi l l ions of 
species. Note that organ
isms at the species level 
share many common char
acteristics whereas those at 
higher levels  share fewer 
characteristics. 
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Figure 14.6 

in number and eventually disappear-the extinction, or last appearance, of the 
species. Extinction refers to the disappearance by death of every individual mem
ber of a species or higher taxonomic group so that the lineage no longer exists. Pa
leontologists recognize also that a species may experience pseudoextinction. 
Pseudoextinction, or phyletic extinction, refers to an evolutionary process where
by a species evolves into a different species. Thus, the original species becomes ex
tinct, but the lineage continues in the daughter species. 

Some species exist for only a fraction of a geologic period. Others may per
sist for longer periods of time. Organisms that were abundant and geographically 
widespread and had relatively short ranges have the greatest time-stratigraphic 
utility, that is, the greatest usefulness for biostratigraphic study (Fig. 14.6). Figure 
14.6 shows some of the more important groups of macrofossils that are useful for 
biostratigraphic zonation. Many other fossil groups, including microfossil groups 
such as foraminifers, are also important (see Figure 11 .4. for example). Particular
ly important and useful fossils for biostratigraphic purposes are called guide fos
sils or index fossils. Ideally, index fossils should be ( 1 )  independent of their 
environment, (2) fast evolving, (3) geographically widespread, (4) abundant, (5) 
readily preserved, and (6) easily recognizable (e.g., Doyle, Bennett, and Baxter, 
1994, p. 37). 
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and the life of the past, Fig. 50, p. 79, reprinted 
by permission of Springer-Verlag.] 

Ordovician 

Cambrian 

- - r-



1 4.4 The Basis for Biostratigraphic Zonation: Changes in Organisms Through Time 489 

Box 14.1 Models and Rates of Evolution 

There is currently considerable controversy among paleontologists concerning 
the mode of change in organic evolution. Two principal points of view prevail. 
One view states that evolution proceeds mainly as a gradual change by slow, 
steady transformation of well-established lineages-phyletic evolution, or 
gradualism. The gradualist concept has been the traditional view of species 
evolution. The second view holds that many species arise very rapidly from 
small populations of organisms that have become isolated from the parental 
range and then subsequently change very little after their successful origin. 
This latter view represents evolution by speciation or branching of lineages, 
the so-called punctuated equilibria model of Eldredge and Gould (1972). 
Thus, according to this theory, fossil populations are in stable equilibrium for 
long periods of time and change very little (called stasis), punctuated by sud
den introduction of new species. Differences in these two postulated modes of 
evolution are illustrated graphically in Figure 14.1.1. In the punctuational 
model, speciation, or branching of speGies, is viewed as a very rapid process, 

A. Phyletic gradualism 

1 
(J) 
E 
i= 

Morphology 
(body characteristics) 

B. Punctuated equilibrium 

1 
(J) 
E 
i= 

stasis (unchanging 
morphology) 

� punctuation (speciation) 

Morphology 
(body characteristics) 

Figure 14.1 .1 

Schematic 'family tree' 

Schematic 'family tree' 

Diagrammatic representation of gradualistic and punctuated models of evolution. 
[Schematic family trees after Stanley, W. H., 1 979, Macroevolution, patterns and 
processes, W. H. Freeman and Company.] 
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requiring only tens of thousands of years or possibly as little as a few hundred 
years (e.g., Stanley, 1979) after a population becomes reproductively isolated 
from the parent population. Although the duration of species from first ap
pearance to extinction may be measured in millions of years (Table 14.1 .1), 
species are believed by the punctuationalists to change morphologically very 
little and only very slowly after initial speciation. This concept is stated very 
succinctly by Eldredge and Gould (1977), who emphasize the importance of 
speciation (splitting) and claim "that most morphological differences between 
two species appear in conjunction with the speciation process itself, whereas 
most of a species' history involves little further change, at least of a progres
sive nature." 

Whether species evolution takes place mainly by gradual evolutionary 
change, mainly by punctuated speciation, or by both, is still a much discussed 
and debated issue (see, for example, Gould and Eldredge, 1993, and Sheldon, 
1996). Both sides of the controversy continue to be aired in the paleontological 
literature. Some workers propose that certain groups of organisms, such as 
mammals, tend to evolve by gradual transformation whereas others, such as 
many marine invertebrates, tend to evolve by punctuated equilibrium. Sheldon 
(1996) suggests that organisms on land in the tropics and those in the deep sea 
may tend to undergo continuous, gradualistic evolution, whereas organisms in 
temperate zones and shallow water tend more toward stasis and occasional 
punctuations. Because the majority of the fossil record comes from dynamic 
shallow-marine environments, many fossil lineages thus show approximate sta
sis and occasional punctuations. Different groups of species are known to evolve 
at greatly different rates. Stanley (1985) indicates, for example, that marine bi
valve groups evolve at a rate that yields only three or four species in 20 million 
years. By contrast, mammalian families evolve at a rate that yields roughly 80 
species in 20 million years. From a practical point of view, the task of delineating 
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the boundaries of species is more difficult if evolution occurs by phyletic grad
ualism because a chain of intermediate species is present in the geologic record 
and the boundaries between successive species are arbitrary. Thus, it is diffi
cult to pick points in the evolutionary sequence at which distinct species 
boundaries are recognizable. If, on the other hand, evolution occurs by specia
tion (punctuated equilibrium), most morphological change presumably occurs 
at branch intersections in the evolutionary line (Fig. 14.1.1B), which represent 
discrete points in time. Thus, the task of picking species boundaries should 
theoretically be easier and less error prone if evolution occurs by speciation 
rather than by phyletic gradualism. On the other hand, the initial appearance 
of a new species in different provinces may show a time lag owing to lags in 
migration, which makes identification of the first-appearance species bound
ary more difficult. 

The practicality of identifying species boundaries, and of establishing the 
boundaries of biostratigraphic zones, is further complicated by problems in
volving the following: (1) sampling intervals (How small must they be to en
sure that species boundaries are detected?), (2) changes in the fossil record 
induced by burial and the vagaries of preservation, (3) constancy and rates of 
sedimentation (smaller sampling intervals are required for sediments that ac
cumulated very slowly vs. those that accumulated very rapidly), and (4) inter
mittent or punctuated patterns of sedimentation and erosion that yield an 
incomplete stratigraphic record, thus giving the appearance of punctuated 
speciation. [For some comparatively recent views on punctuated equilibrium, 
see Gould (2001) and Kemp (1999, Chapter 7).] 

DETERMINISTIC VS. PROBABILISTIC EVOLUTION 

An interesting side issue to the problem of evolutionary controls relates to the 
question of whether or not such evolutionary events as adaptive radiation and 
periods of mass extinction are deterministic or probabilistic. That is to say, are 
evolutionary events explainable only in terms of causal factors, or are there 
statistical laws or generalizations that can explain these events on the basis of 
random variations or processes? Every human, for example, is destined from 
the instant of his or her birth to age and eventually die. Is every species like
wise destined from the time of its birth (initial speciation) to eventually age 
and become extinct? Raup (1991, p .  6) states that there is absolutely no basis 
for equating the life span of species with those of humans and that there is no 
evidence of aging in species or any known reason why a species could not live 
forever. Nonetheless, in a subsequent chapter of his book entitled "Gambler's 
Ruin and Other Problems," Raup discusses the probability of extinction of a 
genus with a limited number of species (e.g., ten). If the chance of extinction is 
identical to that of speciation (fifty-fifty), the number of species will fluctuate 
up and down as in a random walk but will finally reach zero. Therefore, the laws 
of probability suggest that eventual extinction of the genus is inevitable (Raup, 
1991, p. 49), although the greater the number of species in the genus the longer it 
will take for extinction to occur. 

Probabilistic evolutionary models are called stochastic models. Van 
Val en (1973, p. 1) asserted, for example, that "all groups for which data exist go 
extinct at a rate that is constant for a given group." Such statements should not 
be taken to mean that extinctions occur without cause. Extinction of a species 
may be the result of any number of specific causes and it may, therefore, be in
valid to attribute the death of individuals to chance. If frequency of death is 
considered at population levels, however, it may be mathematically valid to 
describe the frequency as being governed by random stochastic processes. In 
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other words, individuals in a given population of organisms may die owing to 
various specific causes; however, the population as a whole will become ex
tinct at a constant rate, depending upon its size, regardless of the specific caus
es of death of the individuals. Thus, in the stochastic approach, the pattern of 
evolution as a whole is perceived to be a random process, although individual 
fluctuations in this pattern can be explained by cause and effect. 

Stochastic models may serve to separate tho�e features of the evolution
ary record that are amenable to deterministic explanations from those that do 
not warrant a search for a specific cause. For example, the fairly rapid demise 
of the dinosaurs at the end of Cretaceous time can probably be explained by 
some specific environmental or catastrophic event such as dramatic climatic 
change resulting from meteorite impact; however, the gradual decline of co
nodonts and their eventual extinction at the end of the Triassic appears to be 
more difficult to attribute to a specific cause or causes. Probabilistic extinction 
can be thought of as a kind of "background" extinction that has acted through
out the fossil record, almost but not quite keeping pace with the rise of new 
species (global diversity of organisms has increased with time). From time to 
time, however, major extinction events, called mass extinctions, have occurred 
and demand a specific causal explanation. 

MASS EXTINCTIONS 
The fossil record shows that the diversity of both marine and continental life 
has increased exponentially since the end of the Precamqrian (e.g., Benton, 
1995; Miller, 2000); however, the record also shows that many groups of or
ganisms became extinct or suffered dramatic reductions in numbers and di
versity at particular times. During the past two decades, these episodes of 
mass extinction have assumed increasing importance to paleontologists and 
other geologists, judging by the rapid appearance of new articles and books 
dealing with mass extinctions. Five extinction events have become so impor
tant and far reaching that they are now commonly referred to as the big five. 
These major extinction episodes took place near the end of the Ordovician, De
vonian, Permian, Triassic, and Cretaceous (Fig. 14.1.2), and the later extinc
tions affected both terrestrial and marine forms. 

As shown in Table 14.1.2, 47-82 percent of extant marine animal genera 
became extinct during these five major mass extinction episodes and 16-51 
percent of the marine animal families became extinct. Such dramatic extinc
tions demand an explanation linked to some specific cause or causes. Particu
larly important groups of organisms that became extinct include trilobites and 
Fusulinid foraminifers (Late Permian), conodonts (Late Triassic), and am
monites and dinosaurs (Late Cretaceous). Many other groups also became ex
tinct or were greatly reduced in numbers. These dramatic extinctions have 
taxed the imagination of paleontologists and other geologists to provide ac
ceptable causal explanations. The Late Permian extinction phase has received 
particular attention because of the number of major groups affected and the 
sharpness of the change with which these groups disappeared from the geo
logic record at the end of the Permian. 

Mass extinctions are of enormous interest to geologists because of the 
questions they raise, among other things, about possible recurring catastrophic 
events in Earth's history. The past few decades saw explosive growth in re
search into the patterns, rates, causes, and consequences of extinction but lit
tle overall agreement about the causes of extinction. Theories about extinction 
fall into three groups: catastrophic extinction, gradual extinction, and stepwise 
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Figure 14.1.2 
Diversity of marine animal genera (number of genera) during Phanerozoic time. Arrows 
point to the "big five," the five great mass extinctions. [After Sepkoski, ). )., Jr., 1995, 
Patterns of Phanerozoic extinction: a perspective from global data bases, in Walliser, 
O.H. (ed.), Global events and event stratigraphy: Springer-Verlag, Berlin, Fig. 1, p. 38.] 

Mass-Extinction Event 

End-Ordovician 

Late Devonian 

End-Permian 

End-Triassic 

End -Cretaceous 

Source: Sepkoski (1995). 

Percent decline in diversity 

Genera Families 

60 26 
57 22 
82 51 
53 22 
47 16 

extinction (extinction that occurs in a series of discrete steps in the vicinity of 
major stratigraphic boundaries, such as the Permian/Triassic boundary). These 
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various theories have been expounded in numerous research papers and a 
number of recent books, some of which are listed at the end of this chapter. 

Causes proposed for the main mass-extinction events are summarized in 
Figure 14.1.3. Proponents of the catastrophic theory, especially for the sharp 
Cretaceous/Tertiary boundary event, suggest that the impact of extraterrestri
al objects called bolides (meteorites and comets) created major climatic change 
(global winter) by throwing up huge clouds of dust and/or generated acid 
rain, tsunamis, and wildfires that caused extinction of some taxonomic 
groups. Alternatively, intense explosive volcanic activity may have adversely 
affected climates through discharge of excessive gas douds (greenhouse 
warming). Other geologists suggest that such extraterrestrial causes are not 
needed to explain most extinction events. Gradual, progressive changes in cli
mate (either warming or cooling) together with changes in sea level are ade
quate, they say, to account for extinctions. For example, lowering of sea level 
during major episodes of regression reduces habitats for shallow-water organ
isms and increases competition. On the other hand, widespread marine trans
gressions appear to be linked to development of anoxic (low oxygen) conditions 
that adversely affect some organisms and cause extinction (Hallam and Wig
nall, 1997, p. 251). The actual causes of anoxia during phases of transgression 
are poorly understood. Still other geologists suggest that some extinctions 
occur in a stepwise fashion by a series of pulses-some before, some at, and 
some just after a major boundary. These extinctions are presumably the result 
of a succession of events, such as brief showers of comets superimposed on a 
background of progressive environmental deterioration. 

In any event, worldwide extinctions of major groups of organisms, while 
extremely interesting and significant, play only a limited role in biostratigra
phy because these major extinctions provide only a few correlation horizons. 
Changing local environmental conditions are probably a more significant 
cause of extinction of individual species, which form the most important basis 
for biostratigraphy. 

Late Precambrian -------------------------------------------------------------------------------• 
Late Early Cambrian -----------------------------------------------------------•---------------• 
Late Cambrian -----------------------------------------o----------------------------------------• 
Late Ordovician ---------------------------------------•-----------•----------•--------------• 
Late Devonian -----------------------------------------o------------------------o---------------• 
Devonian-Carboniferous --------- -------------------------------------------------------------• 
Late Permian --------------------------------------------------------------------• 
End-Permian -----------···-----------------•------------------··· -•----------o---------------• 
End-Triassic ---------------------------------------- ---- ---- ------------------- _ _. ---------------0 
Early Jurassic -----------------------------------------------------------------------------------• 
Late Cretaceous ---------------------------------------o----------------------------------------• 
End-Cretaceous -----------•-------------•---------•-----------------------•---------------0 
End-Paleocene ----------------------------•----------------------•---------------------------• 
Late Eocene -------------------------------------------• 

• strong l ink o possible l ink 

Figure 14.1.3 
Proposed causes for the main Phanerozoic extinction events. [After Hal lam, A., and 
P. B.  Wignall, 1 997, Mass extinctions and their aftermath: Oxford University Press, 
Table 1 1 . 1 ,  p. 248.] 
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14.5 DISTRIBUTION OF ORGANISMS IN SPACE: 
PALEOBIOGEOGRAPHY 

W hen d'Orbigny introduced the concept of stage, he believed that the fossil assem
blages upon which his stages were based had worldwide distribution. We now 
know that the fossil species and assemblages that characterize biostratigraphic 
units are not necessarily present everywhere that rocks of the appropriate ages 
occur. Few species are distributed throughout the entire world. Most, in fact, are 
restricted in their geographic range, although some fossil groups ranged widely 
throughout whole ecological realms at times in the geologic past. The region with
in which a particular group or groups of plants or animals is distributed is called 
a biogeographic province. Biogeographic provinces are separated by physical or 
climatic barriers. Land areas are barriers to marine organisms; open marine water 
is a barrier to land animals and plants; deep water is a barrier to shallow-water, 
shelf-dwelling organisms; cold water is a barrier to warm-water organisms; fresh 
water is a barrier to organisms adapted to saline marine conditions; and so forth. 
A particular type of barrier may be impenetrable by one species of organism but 
not by another. For example, benthonic organisms that do not have a long-lived, 
juvenile planktonic larval stage find deep water a barrier to dispersal. By contrast, 
planktonic organisms, which live in near-surface waters in the ocean, are distrib
uted widely throughout the oceans in both shallow and deep water. 

Box 14.2 Dispersal of Organisms 

Paleontologists regard species as the fundamental biologic units in nature. 
They are the basic unit that undergoes evolution; the species niche is the basic 
functional unit in ecological interactions; and species are the fundamental 
units of biogeography, biostratigraphic zonation, and correlation. Because of 
their central importance in biostratigraphy, it is essential that we understand 
the factors that control the dispersal and distribution of species. Obviously, 
factors affecting the dispersal of land organisms and plants are different from 
those that control the dispersal of marine organisms. Also, the distribution of 
invertebrate marine organisms is controlled by different factors than those that 
control the distribution of vertebrate marine groups. Because of the overriding 
importance of marine invertebrates in biostratigraphic studies, we shall con
fine our discussion of dispersal here to invertebrate organisms in the marine 
setting, which consists of the pelagic realm (the water column) and the benth
ic realm (the seafloor, or bottom environment) (Fig. 14.2.1). 

Marine invertebrate organisms can be divided into three fundamental 
types on the basis of habitat: plankton, nekton, and benthos (Table 14.2.1). 
Plankton are mainly microscopic-size organisms that live suspended at shal
low depths within the water column (pelagic realm) and have very weak or 
limited ability to direct their own movements. They are distributed more or 
less passively by currents and wave action and may be dispersed widely into 
all types of open-ocean environments. Planktonic organisms are exceptionally 
useful fossils for biostratigraphic zonation and correlation because of their 
widespread distribution. They reflect the habitat of the pelagic realm and not 
the bottom environment into which they fall upon death; therefore, their pres
ence in ancient marine sedimentary rocks is of limited value in environmental 
interpretation, although they are useful in some paleoceanographic applica
tions (e.g., interpretation of water paleotemperature from oxygen isotopes). A 
few plankton such as graptolites do have some value as indicators of bottom 
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Pelagic realm: Planktonic and nektonic organisms � Benthic realm: Benthonic organisms 

Figure 14.2.1 
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Subdivision of the marine environment into the pelagic (water column) 
and benthic (bottom) realms. The pelagic realm is inhabited by planktonic 
and nektonic organismsi benthonic organisms occupy bottom environ
ments of the benthic realm. 

environments. Graptolites were too fragile to survive in high-energy, shallow
water environments and are hence preserved mainly in the facies of quiet
water environments. Thus, they constitute "facies fossils." 

Nekton also inhabit the pelagic realm and include all animals that are 
able to swim freely. Modern nekton are distributed in the ocean at depths rang
ing from the surface to thousands of meters and encompass many advanced 
groups of animals such as fish, whales, and mammals. Nekton are less abun
dant in the fossil record than planktonic and benthonic organisms (below) and 
thus overall appear to have somewhat less value in biostratigraphic studies. 
Nektonic fossils include fish remains in some deep-sea clays, belemnites and 
other mobile cephalopods, and probably conodonts. Conodonts are an inter
esting type of fossil, with considerable biostratigraphic significance, that oc
curs in rocks ranging in age from Cambrian to Triassic. They are tiny, 
toothlike phosphate fossils whose origin remained an enigma until 1982. A 
complete specimen of the conodont-bearing animal has been found in Lower 
Carboniferous rocks of the Edinburgh district, Scotland (Briggs, Clarkson, and 
Aldridge, 1983). The specimen is an elongate, soft-bodied animal 40 mm long 
and 1.8 mm wide. The conodont apparatus occurs in the head or anterior re
gion of the body and may have served as teeth or possibly some type of inter
nal support. 

Benthos are bottom-dwelling organisms that live either on or below the 
ocean floor (benthic realm). Benthos (benthonic organisms) with preservable 
hard parts are particularly important for environmental interpretation because 
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Description Example 

Organisms that live suspended in 
the upper water column and 
which have only a very weak 
or limited ability to direct their 
own movements 

Have the ability to carry on Diatoms, dinoflagellates 
photosynthesis; primary food coccolithophoridae 
producers, or autotrophs 

Do not carry on photosynthesis Foraminifers, radio-larians, 
and thus cannot produce their graptolites 
own food (heterotrophs); feed 
on phytoplankton 

Spend only their juvenile stage as Larvae of most benthonic 
plankton; later become organisms such as 
free-swimming or bottom- molluscs 
dwelling organisms 

Organisms distributed by waves Mussels, barnacles 
and currents as a result of 
attachment to floating seaweed, 
driftwood, etc. 

Bottom-dwelling organisms that 
live either on or below the 
ocean floor 

Benthos that attach themselves to Crinoids, oysters, 
the substrate (epifauna) brachiopods 

Benthos that either creep or swim Starfish, echinoids, crabs, 
over the bottom (epifauna) or clams, worms 
burrow into the bottom (infauna) 

Organisms able to swim freely and Mobile cephalopods, fish, 
thus move about largely sharks 
independently of waves and 
currents 

their remains are commonly preserved in the same environment in which they 
lived. Because most benthos live in shallow water and have limited ability to 
move long distances along the bottom, they tend to be more provincial, and of 
somewhat less biostratigraphic significance, than plankton. Nonetheless, ben
thos can be dispersed outside their local environment because many benthon
ic species have a planktonic, juvenile larval stage during which they can be 
dispersed by currents. Some workers originally questioned the importance of 
larval transport as a mechanism for dispersal of shallow-water benthos over 
long distances, such as across ocean basins. It was initially believed that the 
duration of the larval stage was so short that the larva would change to the 
adult phase while the organisms were still over deep water, causing them to 
perish when they settled to the bottom. Subsequent work (e.g., Scheltema, 
1977) has demonstrated, however, that there are many shoal-water or conti
nental-shelf benthic invertebrates whose larva have a pelagic stage lasting 
from six months to more than one year. Scheltema refers to such larva as 
teleplanic, or "far wandering." Such long-lived larval species could cross the 
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modern Atlantic Ocean, for example, by way of the main surface currents . 
Many workers interpret this ability to become dispersed by pelagic mecha
nisms as being favorable for interpopulation migration and, therefore, gene 
flow. Valentine (1977b, p. 145) summarizes the importance of these long-lived 
larval forms as follows: 

Species with the more long-lived and hardy pelagic larva have the greater 
chance to be widely dispersed after reproduction .... Therefore, species 
with such attributes would commonly be able to colonize habitats that lie at 
some distance from their parental ranges, and would usually be able to 
maintain gene flow to such outly ing populations. Species with shorter 
planktonic development periods, smaller broods, or more restricted larval 
requirements would tend to colonize only localities that are fairly close to 
their parental regions. If a population became established at any consider
able distance from others, gene exchange might be sporadic or lacking alto
gether, leading to divergence between the colonists and the parental popu
lation, and a reduction in their usefulness in correlation. 

For a species in a given locality, then, a geographic range exists for 
which colonization is essentially obligatory, as the region lies within the 
normal migratory range of the population; thus, by some standard time, 
occupation is virtually assured. This can be called the local range. 

BARRIERS TO DISPERSAL 
Each species thus has a potential geographic range that is determined by its 
habitat requirements. Few species actually occur throughout their potential 
range. Their distribution is restricted owing either to barriers of some type that 
prevent their expansion into all areas of suitable habitat or because the species 
may not have had time to spread to all suitable areas, especially if barriers are 
present. At any given time, there are many regions in the world that could be 
colonized by species if they could reach them in appropriate numbers, but 
they are barred from reaching them by intervening inhospitable areas. Many 
species eventually find ways to broach narrow barriers and perhaps in time 
even to cross wider barriers. Once barriers are crossed, or barriers disappear, 
the migrant species may find itself in competition for environmental niches 
with similar species or similarly adapted species in the new province. In the 
face of this competition, either the indigenous species or the migrant species 
may become extinct. Alternatively, the less well adapted species could evolve 
and become adapted to a different environmental niche. Once a barrier is sur
mounted, the colonizers typically expand their range at the new location until 
it is circumscribed by other barriers, filling out their new local range. The in
truding species may subsequently broach still other barriers, hopping from 
one habitable region to another across barriers of varying difficulty of penetra
tion and episodically expanding their total species range (Valentine, 1977a). 

The broaching of barriers thus leads to expansion of the total range of a 
species, although in some cases it may lead to extinction of the species in the 
new region or to its evolution to a more adaptable species. On the other hand, 
if the opposite situation prevails and a barrier "suddenly" appears and divides 
a once-continuous area of suitable habitat, the result is the segregation of the 
species into different populations separated by the barrier. The separated pop
ulations would gradually evolve into different species, each with a more re
stricted geographic range than the parent species (Dodd and Stanton, 1981). 

Numerous ecological factors can act as barriers to dispersal of organisms, 
all of which can be grouped under two major categories: habitat failure, as 
when shelf habitats give way to deep-sea conditions or to land, and temperature. 
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Hallam (1981) suggests that the major controls on faunal provinciality are cli
mate and plate movements. Dodd and Stanton (1981) indicate that the principal 
factors controlling geographic distribution of species are depth and elevation 
(that is, water depth and land elevation) and temperatures. These possible con
trols on provinciality are discussed in further detail in the following paragraphs. 

Temperature 

Temperature is a major barrier to migration of species, and it commonly affects 
larvae more than adult organisms. Because the distribution of worldwide tem
peratures is latitudinally controlled, temperature barriers are most important 
latitudinally, although seasonal and even diurnal temperature changes are 
also important. The boundaries of all modern biotic provinces are in part tem
perature controlled, and ancient biotic provinces were undoubtedly similarly 
controlled. Warm-water taxa are restricted primarily to the equatorial zone of 
the ocean because no other large parts of the ocean, either at the surface or at 
depth, are warm enough to sustain these tropical species. Cold-water taxa, on 
the other hand, can extend their range closer to the equatorial region by migrat
ing down the bathymetric gradient into deeper and colder water, the phenome
non of submergence, if they are capable of adapting to greater depths. Also, if a 
polar species can manage to find a way of breaking through the temperature 
barrier and crossing the equatorial region, it can find suitable cold-water habi
tats at or near the surface in the higher latitudes of the other hemisphere. 

Some species of organisms are adapted to a wide range of temperatures 
and may thus be distributed through a much wider range of temperature 
zones than less tolerant species. Nonetheless, even tolerant species are sensi
tive to temperature variations and do not occur throughout all temperature 
zones. It must be recognized also that marine temperature zones have changed 
throughout geologic time as world climatic zones have shifted in response to 
plate movements and episodes of glaciation. A given geographic region of the 
world may thus record a succession of colder water or warmer water faunas 
through time in response to these shifting climatic conditions. 

Geographic Barriers 

The terms habitat failure, plate movements, and depth-elevation used above 
are all different ways of expressing the concept of geographic barriers. These 
geographic barriers arise out of the distribution pattern of landmasses and 
oceans and variations in water depths of the oceans. All organisms have limit
ed water depths at which they can survive. Thus, water that is either too deep 
or too shallow can constitute a barrier to a particular species of organism. 
Landmasses constitute barriers to the dispersal of marine organisms, and the 
open ocean is a barrier to migration of land animals and plants from one con
tinent to another. The most important factors influencing geographic barriers 
appear to be changes in sea level and changes in the nature and geographic 
distribution of landmasses and the ocean floor brought about by plate move
ments (discussed in a following section). 

Sea-level Changes 

Causes of major cycles of sea-level change are discussed in Chapter 12. Fluctu
ations in sea level cause significant interruptions in biogeographic provinces 
because of variations in water depths on the continental shelves. During a 
major drop in sea level, water is withdrawn from the continental shelves, ex
posing much of the inner shelf. The habitable area of shallow water is greatly 
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reduced, leading to crowding and increased competition among shallow
water species that cannot move seaward into deeper water, and to probable 
extinction of less adaptable groups. During major rises in sea level, water 
depths on the outer continental shelf are increased, and the total area of shal
low water along continental margins is also vastly increased owing to spread 
of the seas over the edges of the continents. The available environmental nich
es for shallow-water organisms are correspondingly increased, resulting in 
less competition among species for available space and food. These conditions 
lead to expansion of the local ranges of species as they move into favorable 
habitats, and also probably to rapid emergence of new species (speciation) as a 
result of adaptive radiation of groups that survived the preceding episode of 
lowered sea level. On the other hand, as discussed in the preceding section, 
transgressions can be accompanied by the onset of low-oxygen conditions 
(anoxia) in some environments. Anoxia may have lead to extinction of some 
invertebrate animal groups at various times in the past (Fig. 14.1.3). 

An inverse relationship appears to exist between the area of continents 
covered by sea and phenomenon of endemism. Endemism is the tendency of 
species or other taxa to have a very limited geographic range, as contrasted 
with pandemism, which is the tendency of species to have worldwide distrib
ution. At times of low sea level and restriction of seas, faunal migrations be
tween continental shelf areas is rendered more difficult, resulting in less gene 
flow. Thus, more local speciation may occur among the dispersible organisms 
that occupy shallower water habitats (Hallam, 1981). 

Plate Movements 

Tectonism is the major factor controlling the distribution of landmasses and 
ocean basins. Major changes in the environmental framework of the marine 
realm occur as the geographic positions, configurations, and sizes of conti
nents and ocean basins are changed by global plate tectonic processes. Plate 
movements can greatly affect topographic barriers by producing changes in 
oceanic widths and depths. As previously discussed, changes in rates of seafloor 
spreading may have a major effect on sea level. Plate movements can also alter 
latitudinal temperature gradients by shifting the geographic position of conti
nents, and they can even affect the distribution patterns of major ocean cur
rents. The creation or destruction of migration barriers may thus be tied 
closely to plate tectonics events. 

Other Barriers 

Other barriers, less important than temperature and geographic barriers, may 
also help to define the boundaries of biogeographic provinces. Salinity differ
ences constitute an important boundary between freshwater and marine 
provinces; however, salinity is a relatively unimportant barrier within the ma
rine realm itself. Salinity can markedly increase in some small, restricted arms 
of the ocean where evaporation rates are high. Conversely, lower than normal 
salinities may ensue in some coastal areas where freshwater runoff is high. 
These salinity variations can control local communities of organisms but not 
the distribution of organisms on a provincial level. In the open ocean, salinity 
tends to be highest in the equatorial region, where evaporation rates are at a 
maximum, and lowest in the middle latitudes, where some dilution occurs as 
a result of freshwater runoff from the continents. Even so, the salinity in these 
regions varies only a few parts per thousand from the average ocean salinity 
(35 %o ), a variation not adequate to seriously affect the dispersal of organisms 
in the open ocean. 
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Currents aid in the dispersal of planktonic species and the larva of ben
thonic species, but they help also, in some parts of the ocean, to maintain the 
temperature gradients that create barriers to dispersal. Thus, currents may act 
as either a barrier or an aid to dispersal. The long-term pattern of currents is it
self affected by plate movements. 

14.6 COMBINED EFFECTS OF THE DISTRIBUTION 
OF ORGANISMS IN TIME AN D SPACE 

Both the environmental and the temporal (variations with time) records are impor
tant for interpretation of geologic history. If organisms throughout geologic time 
had been spread over the world and not confined to specific biogeographic 
provinces and environments, worldwide correlation of strata on the basis of fossils 
would be greatly facilitated, assuming that evolutionary changes have been simul
taneous and worldwide. Under these conditions, however, fossils would provide 
little or no help in working out ancient depositional environments because more or 
less the same organisms would have lived in all environments. Conversely, if or
ganisms were distributed in biogeographic provinces as they are today, but organic 
evolution never occurred, we would be able to interpret local ancient environments 
with great confidence because ancient sedimentary rocks would contain the same 
species as modern environments. By the same token, these species would be of no 
value in correlation and the unraveling of local chronologies because the same 
species would have existed throughout geologic time. 

The real fossil record reflects the fact that both segregation into biogeograph
ic provinces and organic evolution took place. Owing to organic evolution, we are 
able to correlate strata of a given age from one area to another and to work out the 
relative chronology of strata in a given area. Because many organisms were con
fined to biogeographic provinces in the past, however, we cannot always correlate 
time-equivalent strata from different environments because the organisms that ex
isted in different biogeographic provinces during the same period of time were 
different. Thus, correlation between biogeographic provinces is difficult, and it is 
commonly not possible to make worldwide correlations. On the other hand, be
cause different groups of organisms were confined to different provinces and dif
ferent environments, the provinciality of ancient organisms provides an invaluable 
tool for interpreting ancient sedimentary environments. 

The provinciality of organisms creates special problems from the stand
point of determining the total vertical stratigraphic range of a species. A species 
may exist in one province for long periods of time before broaching a particular 
barrier and spreading into a nearby province. After migration into the new 
province, the species may die out in the old province while continuing to thrive 
for some time in the new region. Therefore, the local vertical range of a species 
in a given province, sometimes called the teil zone, may be much shorter than 
the total range of the species on a global scale. Paleontologists must be extreme
ly careful about recognizing this possibility when using fossils for time correla
tions. This problem is demonstrated in Figure 14.7, which illustrates some of the 
factors that can affect the range of a species. This diagram shows that the range 
of a species is affected both by evolutionary changes and by the presence of bar
riers that can regulate the times of migration into and first appearance in nearby 
provinces. 
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Figure 14.7 LAD 
Diagram i l lustrating the d ifference in local 
range and total range of a hypothetical 
species (F). Species F first appears in 
Province A and is restricted to Province A 
by a barrier. Later removal of the barrier al
lows migration to Province B, where the 
species persists for a time after it has died 
out in Province A. FAD first appearance 
datum; LAD = last appearance datum.  
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14.7 BIOCORRELATION 

Biostratigraphic units are observable, objective stratigraphic units identified on 
the basis of their fossil content. As such, they can be traced and matched from one 
locality to another just as lithostratigraphic units are traced. Biostratigraphic units 
may or may not have time significance. For example, assemblage biozones and 
abundance biozones may cross time lines (be diachronous) when traced laterally. 
On the other hand, taxon-range biozones and interval biozones, particularly those 
defined by first appearances of taxa, yield correlation lines that coincide in gener
al with time lines. Biostratigraphic units may be correlated, irrespective of their 
time significance, using much the same principles employed in correlation of 
lithostratigraphic units-matching by identity and position in the stratigraphic 
sequence, for example. In this section, we will first examine correlation by assem
blage biozones and abundance biozones, which can be correlated as biostrati
graphic units even though they may not have time-stratigraphic significance. We 
will then discuss biocorrelation methods based on interval zones and other zones 
that yield time-stratigraphic correlations. 

The following discussion is aimed primarily at biocorrelation on the basis of 
marine invertebrate organisms. Readers should keep in mind, however, that stra
ta can be zoned on the basis of terrestrial animal and plant remains and that corre
lation can in some cases be made on the basis of such data (e.g., Flynn and 
Swisher, 1995). 

Correlation by Assemblage Biozones 

Assemblage biozones are based on distinctive groupings of three or more taxa 
without regard to their range limits (Fig. 14.3). They are defined by different suc
cessions of faunas or floras, and they succeed each other in a stratigraphic section 
without gaps or overlaps. Assemblage zones have particular significance as an in
dicator of environment, which may vary greatly regionally. Therefore, they tend to 
be of greatest value in local correlations. Nonetheless, some assemblage zones 
based on marine planktonic assemblages may be used for correlation over much 
wider areas. The principle of correlation by assemblage zones is illustrated graph
ically in the very simple example shown in Figure 14.8. 
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Figure 14.8 
Diagram i l lustrating graph ically 
the principle of correlation by 
fossil assemblages. [From Moore, 
R. C., C. G. La licker, and A. G. F is
cher, 1952, Invertebrate fossi ls: 
McGraw-Hi l l  Book Co., Fig. 1 . 3, 
p. 8, reproduced by permission.] 

Shaw (1964) points out, however, that the boundary between assemblage 
zones is inherently fuzzy because above and below the limits of this zone will be 
transition zones in which part of the characteristic fossil assemblage will be miss
ing because it has not yet appeared or has already vanished. Therefore, there are 
practical limits to the accuracy that can be achieved by assemblage zone correla
tions. Part of the problem in correlation by assemblage zones stems from the fact 
that the number of fossil taxa that a biostratigrapher must work with is so large 
that it is difficult to visually assimilate the data and draw meaningful zone bound-· 
aries (e.g., Fig. 14.9). To overcome this problem, earlier workers tended to reduce 
the number of taxa whose distributions would be studied, or they tried to make 
composites of the samples. A more recent solution to this problem is to apply the 
techniques of multivariate statistical analysis to recognition and delineation of as
semblage zones. These quantitative techniques provide a rational statistical basis 
for delineating zones based on large numbers of taxa without taking the decision 
making out of the hands of the biostratigrapher (e.g., Gradstein et a!., 1985). 

Correlation by Abundance Biozones 

As mentioned, abundance biozones are defined by the quantitatively distinctive 
maxima of relative abundance of one or more species, genus, or other taxon rather 
than by the range of the taxon. They represent a time or times when a particular 
taxon was at the peak of its development with respect to numbers of individuals. 
Some biostratigraphers previously used abundance zones for time-stratigraphic 
correlation under the assumption that there is a time in the history of every taxon 
when it reaches its maximum abundance and that this abundance peak occurs 
everywhere at the same time. The current prevailing opinion among biostratigra
phers is that most abundance zones are unreliable and unsatisfactory for time
stratigraphic correlation. This opinion is based on the apparent fact that not all 
species achieve a maximum abundance, or that if they do this peak is not neces
saril y  record ed by layers of abundant specimens. Furthermore, peak abundances 
that are recorded in the stratigraphic record may be related to favorable local eco
logical conditions that can occur at different times in different areas and that may 
persist in one area much longer than in another. Maximum abundance may thus 
represent local, sporadically favorable environments, suddenly unfavorable envi
ronments that caused mass mortality, or mechanical concentrations of the shells of 
organisms after death. Some of the problems of correlating by abundance zones 
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Figure 14.9 
Hypothetical stratigraphic sec
tion i l lustrating the large num
ber of fossil taxa that may be 
involved in correlation by as
semblage biozones. Vertical 
black l ines represent the com
posite ranges of the species 
found at various local sections. 
The column at the right shows 
one interpretation that could 
be drawn from these fossil 
data. [After Hazel, ] .  E., 1 977, 
Use of certain multivariate and 
other techniques in assem
blage zonal biostratigraphy: 
Examples utilizing Cambrian, 
Cretaceous, and Tertiary ben
thic invertebrates, in Kauffman, 
G. G., and ] .  E. Hazel (eds.), 
Concepts and methods of bios
tratigraphy: Van Nostrand 
Reinhold, Fig. 1 ,  p. 289, repro
duced by permission. ]  
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are illustrated in Figure 14.10. In short, abundance zones may be used for bios
tratigraphic correlation but they do not provide a reliable means of time-strati
graphic correlation. Although they are sometimes used locally for correlation 
within provinces, biostratigraphers usually prefer correlations based on assem
blage biozones or taxon-range or interval biozones. 

Chronocorrelation by Fossils 

Chronostratigraphic correlation is the matching up of stratigraphic units on the 
basis of time equivalence. Establishing the time equivalence of strata is the back
bone of global stratigraphy and is considered by most stratigraphers to be the 
most important type of correlation. Methods for establishing time-stratigraphic 
correlation fall into two broad general categories: biological and physical/ chemi
cal. As mentioned, time-stratigraphic correlation by biological methods is based 
mainly on use of concurrent range zones and other interval zones. Biological cor
relation methods also include statistical treatment of range-zone data and correla
tion by biogeographical abundance zones, which are biological events related to 
climate fluctuations. A variety of physical and chemical methods available for 
chronostratigraphic correlation are discussed in the following chapter. Logically, 
this discussion of chronostratigraphic correlation by fossils also belongs in the 
next chapter; however, I am including it here to keep all material relating to corre
lation by fossils in a single unit. The discussion of biocorrelation that follows rep
resents a very general introduction to this subject. For more rigorous treatment of 
biocorrelation, see Gradstine et al. (1985) and Guex (1991). 
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Correlation by Taxon-Range and Interval Biozones 
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Taxon-range and interval zones are biozones that constitute the strata that fall be
tween the highest and/ or lowest occurrence of taxa. Figure 14.3 illustrates several 
ways that the first and last appearances of taxa may be used to define biozones. 
These different biozones have varying degrees of usefulness in time-stratigraphic 
correlation, as described below. 

Taxon-Range Biozones 

Taxon-range biozones may be very useful for time correlation if the taxa upon 
which they are based have very short stratigraphic ranges. They are of little value if 
the taxa range through an entire geologic period or several periods. Correlation by 
taxon range zone is often referred to as correlation by index fossils. As mentioned, 
index fossils are considered to be those taxa that have very short stratigraphic 
ranges, were geographically widespread, were abundant enough to show up in the 
stratigraphic record, and are easily identifiable. Unfortunately, the term index fos
sil has also been used in other ways and can have other connotations. Therefore, it 
is less confusing when speaking of correlation based on the entire range of a taxon 
to refer to it simply as correlation by taxon-range biozone. Correlation by taxon
range biozone is illustrated diagrammatically in Zone 1 of Figure 14.11. 

Interval Biozones 

When individual taxon-range biozones are very long, and correlation by taxon
range biozone is thus not suitable, much finer scale correlation is possible by using 
other types of interval biozones. Interval biozones defined by the first (stratigraphi
cally lowest) appearance of two taxa, for example, are particularly useful in time
stratigraphic correlation because they are based on evolutionary changes, along 
phyletic lineages, that tend to occur very rapidly. Thus, the interval between the first 
documented appearance of two taxa may represent a very short span of time, and 
the age of the strata in this interval may be nearly synchronous throughout their ex
tent. Interval biozones defined on the last (stratigraphically highest) appearances of 
taxa are commonly considered to have less time significance than those based on 
first appearances because extinctions of taxa commonly do not occur with the same 
suddenness that new species appear through phyletic evolution. 

Figure 14.11 illustrates some of the various methods that can be used for cor
relating between two stratigraphic sections on the basis of taxon-range or interval 
biozones. Note from this illustration that interval biozones can be identified which 
represent much shorter spans of time than that represented by the taxon-range 

Figure 14.10 
Schematic diagram i l lustrat
ing why correlation by abun
dance biozones may not 
yield a true time correlation. 
The same species may 
achieve its maximum abun
dance at different times in 
different localities. Relative 
abundance increases to the 
right. 
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Section X Section Y 

Zone 1 0  

Zone 9 

Zone 8 

Zone 7 

Zone S 

Zone S 

Figure 14.1 1 Zone 4 

Correlation between two hypothetical sections on the basis 
of taxon-range and interval biozones. Note that several 
types of interval zones are used here for correlation. For ex
ample, Zone 1 is defined by the total vertical range of 
Species A (taxon-range zone); Zone 2 is a n  interval zone 
defined by the last appearance of Species A and the first 
appearance of Species B; Zone 4 is formed by the overlap
ping ranges of Species B and C; and so forth. 

Zone 3 

Zone 2 

Zone 1 

biozones of most individual taxa. Correlation can be made also between strati
graphic sections simply on the basis of first or last appearances of specific taxa, 
without correlating entire zones. In other words, a correlation line can be drawn 
from the stratigraphic position represented by the first appearance of a particular 
taxon, called the first appearance datum or FAD, to the FAD of the same taxon in 
another stratigraphic section. Similarly, correlation can be made between the last 
appearance datums, LADs, of a given taxon in different stratigraphic sections. 
FADs and LADs are further discussed in the Chapter 15. 

Graphic Method for Correlating by Taxon-Range Biozone 

Although interval biozones can be used to define units of strata deposited during 
relatively short periods of time, they do not necessarily yield precise time-strati
graphic correlations. Organisms may migrate laterally and appear in other areas 
at somewhat later times than their true first appearance (Fig. 14.7), or they may 
migrate out of a local area before their final extinction elsewhere. These variables 
of behavior make the boundaries between interval zones inherently "fuzzy." The 
exact boundary between biozones can never be known because such boundaries 
are determined empirically. Additional collecting in a new area always holds the 
possibility of extending the known range of previously defined species or taxa, be
cause they may have appeared earlier or persisted longer in the new area than in 
the originally defined areas. One way to minimize the problem of fuzzy zonal 
boundaries is to treat range data statistically, utilizing the first and last appear
ances of all the species present in a stratigraphic section rather than the ranges of 
just one or two species. A. B. Shaw in 1964 was the first to propose a graphical 
method for establishing time equivalence of strata in two stratigraphic sections by 
plotting first and last appearances of all the species in one section against the first 
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and last appearances of the same species in another section. This method is now 
widely used by stratigraphers for detailed time-stratigraphic correlation between 
stratigraphic sections, particularly local sections. 

Shaw's method, as further elaborated by Miller (1977) , involves first select
ing a single stratigraphic section as a reference section to which other sections can 
be compared and correlated. This reference section should be the thickest section 
available, should be free of faulting or other structural complications, and should 
contain a large and varied fossil content. The reference section is measured and 
sampled as completely as possible, and the first and last appearances of all species 
are documented in terms of their positions in the stratigraphic section above an ar
bitrarily chosen reference point, that is, number of meters above the base of the 
measured section (Fig. 14.12). The species ranges recorded by the first and last ap
pearances in this local reference section may not be the true (total) ranges for all of 
the species; however, this fact does not preclude using them to help establish cor
relation, as we shall see. A second stratigraphic section is then chosen to be com
pared with the reference section, and the first and last appearances of the same 
species, and any other species, are determined in this section. 

From two such stratigraphic sections (Fig. 14.12), a graph is constructed in 
which distance above the base of the reference section, say section A, is indicated 
on the vertical axis and distance above the base of the second measured section, 
section B, is plotted on the horizontal axis (Fig. 14.13). The first and last appear
ances of each species in the reference section can then be plotted against the first 
and last appearances of the same species in the second measured section. In 
Figure 14.12, for example, Species 3 first appears in reference Section A at 42 m 
above the base of the section and in measured Section B at about 21 m above the 
base. A single point can be plotted on the graph to represent these values. Similar
ly, additional points are plotted to represent the first and last appearances of all 
the species in the two sections. The dashed lines in Figure 14.13 illustrate how the 
points are plotted. This procedure y ields a series of points that tend to cluster 
around a straight line, the line of correlation in Figure 14.13. This line can be drawn 
visually to y ield a "best-fit" line, or it can be drawn by use of statistical regression 

1 20 PI 
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Q) 
§. 1 00 

0 
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Base of
1 

measured 
section 

Measured 
Section A 

Measured 
Section B 

Figure 14.12 
Two stratigraphic sections 
with ranges of fossil species 
(Species 1 through 1 2) 
graphed in meters above 
the base of the section.  
Sections A and B contain 
identical fossils with identi
cal time spans; however, 
Section B represents only 
half the rate of sediment 
accumulation. Use of these 
fossi l  ranges in A. B. Shaw's 
(1 964) graphic correlation 
method is il lustrated in 
Figure 1 4. 1 8. [After Eicher, 
D. L., Geologic time, 2nd 
ed., Prentice-Hall, Fig. 5 .8, 
p. 1 1 2; data from Ericson 
and Woll in,  1 968.] 
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data shown in  Figure 1 4 . 1  2 .  The dashed li nes i l lustrate 
how the base or top of a range zone in one section is 
plotted against an equivalent base or top in the other 
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methods. The x and y coordinates of any point on this line provide a precise time
stratigraphic correlation between the two sections. In Figure 14.13, for example, 
the bed at 60 m in Section A correlates with the bed at 30 m in Section B, and the 
bed at 100 m in Section A correlates with the bed at about 49 m in Section B. 

First and last appearances of species represented by points that plot well off 
the best-fit line in Figure 14.12 indicate species that appear in or disappear from 
Section A at distinctly different times than in Section B. Either such species are en
vironmentally controlled (facies dependent), or their migration between Sections 
A and B was impeded by biogeographic barriers causing them to appear in the 
two sections at different times. 

This graphic correlation method can take advantage of physical events such 
as ash falls or stable isotopic events that have time-stratigraphic significance, to 
verify the position of the best-fit line. For example, ash falls occur over wide geo
graphic areas almost instantaneously. Their presence in two stratigraphic sections 
constitutes a precise time marker (that can be dated by radiometric methods) that 
provides a very reliable point for the best-fit line and should fall almost exactly on 
this line. The bentonite bed shown in Figures 14.12 and 14.13 is an ash bed that has 
been partially altered to clay minerals. 

In addition to its usefulness in correlating between two stratigraphic sec
tions, the graphic correlation method also provides a powerful tool for evaluating 
differences in rates of sedimentation between two sections or the presence of a hia
tus in a section. The slope of the best-fit line indicates the relative rates of sedi
mentation between the areas (Fig. 14.14). If an abrupt change occurs in this slope, 
this change suggests a sudden relative increase or decrease in sedimentation rates 
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in the sections. The change in slope in Figure 14.148, for example, indicates a de
crease in the rate of sedimentation in Section B compared to that in Section A; 
Figure 14.14C illustrates a decrease in the rate of sedimentation in Section A. The 
presence of a hiatus in deposition in one section shows up as a horizontal line seg
ment in the line of correlation (Fig. 14.140). In this example, sedimentation ceased 
for a time at Section A while it continued at Section B; then, sedimentation at Sec
tion A resumed. Alternatively, the hiatus might be due to an unconformity or 
faulting. 

Not only can the graphic correlation method be used for correlating between 
any two local sections, but it also can be expanded by correlating one section after 
another to compile a composite section or composite standard (Shaw, 1964; Car
ney and Pierce, 1995). Once a database of composited fossil ranges has been com
piled, this database can be scaled in chronostratigraphic (time) units (Chapter 15). 
It is then possible to correlate a particular stratigraphic section against this com
posite standard in the same manner that one stratigraphic section is correlated 
against another (Carney and Pierce, 1995). By correlating to a composite standard 
scaled in time units, the age of any part of the stratigraphic section can be deter
mined. Graphic correlation is now being used in a variety of applications, includ
ing sequence stratigraphic studies. See Mann and Lane (1995) for detailed 
discussion of these various applications. 

Correlation by Biogeographical Abundance Biozones 

Under the heading of "Biocorrelation," I discussed correlation by fossil abun
dance biozones and pointed out that abundance zones are unreliable for time
stratigraphic correlation because they are affected by environmental conditions 

Figure 14.14 
Effect of change in sedimen-
tation rate on the shape of 
the l ine of correlation. (A) 
Uniform sedimentation rate 
in both Section A and 
Section B. (B) "Dogleg" in  
the l ine of  correlation indi-
cates a relative decrease in 
rate of sedimentation in 
Section B. (C) "Dogleg" in-
dicates a relative decrease in 
rate of sedimentation in 
Section A. (D) A hiatus in 
deposition in Section A 
(caused by nondeposition, 
an unconformity, or possibly 
faulting) shows up as a hori-
zontal segment in the l ine 
of correlation. 
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Figure 14.15 

and other factors that can cause them to be d iachronous (occur at different times 
in different areas). A different approach to the use of abundance zones yields cor
relations that have time-stratigraphic significance; this approach is correlation 
based on the maximum abundance of a taxon that results from geographical shifts 
of an environmentally sensitive fossil assemblage (Haq and Worsley, 1982). Be
cause of latitudinally related temperature differences in the ocean, some species or 
other taxa are restricted to biogeographic provinces that are defined by latitude. 
Thus, low-latitude taxa are ecologically excluded from high latitudes, and vice 
versa; however, changes in climate can allow these taxa to shift into a different bio
geographic province. During major glacial stages, for example, high-latitude taxa 
can expand into lower latitudes, and during warming trends between m ajor glacial 
stages, low-latitude taxa can expand into higher latitudes. From a geochronological 
point of v iew, the spreading out of certain planktonic species in response to major 
climatic fluctuations is essentially isochronous. 

Climate-related shifts in planktonic taxa at specific times thus provide bio
geographical abundance events that can be correlated from one area to another. 
For each core or outcrop section studied, climatic curves are constructed on the 
basis of percentages of warm-climate to cool-climate taxa or relative abundance of 
a particular taxon. These curves can then be used to identify episodes of warming 
and cooling that can be correlated from one section to another. Figure 14.15, con
structed from this type of information, illustrates how climatically controlled lati
tudinal shifts in calcareous nannoplankton assemblages in the North Atlantic 
during Miocene time has been used for chronostratigraphic correlation in Deep 
Sea Drilling Program (DSDP) cores. 

A related approach is time-stratigraphic correlation based on the coiling ra
tios of planktonic foraminifera, as described Eicher (1976). The multicham
bered shells of some foraminifera are known to coil in one direction when the 
species lives in areas of warm water, and in the opposite direction when it lives in 
areas of cold water. The foraminifer Globorotalia truncatulinoides, for example, has 
dominantly right-handed coils in warm water and left-handed coils in cold water. 

TIME 
IN 
Ma 

Use of biogeographical a bundance 
zones as  a means of time correlation. 
Cycles of latitudinal shifts of calcare
ous nannoplankton assemblages in 
the North Atlantic Ocean d u ring the 
Miocene are interpreted as  responses 
to major fluctuations in cl imate. The 
major shifts of relatively warmer, 
midlatitude assemblages into h igher 
latitudes can be used for the refine
ment of the biochronological scale in 
the h ig her latitudes from which 
marker, low-latitude taxa are normal
ly excluded. [From Haq, B. V., and T. 
R. Worsley, 1 982, Biochronology
Biologic events in time resolution, 
their potentia l  and l imitations, in 
Odin, G. S. (ed.), Numerical dating 
in stratigraphy: john Wiley & Sons, 
Ltd., F ig. 4, p. 2 7. Reprinted by 
permission.] 
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Figure 14.16 
Biogeographical abundance zone correlation on the basis of coi l ing ratios of foraminifers. 
Correlation is based on coi l ing ratios of Globorotalia truncatulinoides in three South Atlantic 
Ocean cores. The depositional time represented by the cores is about 1 .5 m il l ion year!.. 
[After Eicher, D. L, Geologic time, 2nd ed., 1 976, Prentice-Hall, F ig.  5 . 1 2, p. 1 1 5 .] 

Figure 14.16 shows that during times of glacial cooling of the ocean in the Pleis
tocene, predominantly right-coiled populations of Glo boro talia truncatulino ides 
were replaced in middle and low latitudes by dominantly left-coiled populations. 
These changes in coiling ratios of foraminiferal species provide a means of corre
lating short-term fluctuations of climatic change in the Pleistocene that are essen
tially synchronous throughout at least a part of an ocean basin. 

The major drawback to these correlation methods based on biologic response 
to climate fluctuations is that their use is restricted mainly to correlating sediments 
deposited during the Quaternary and late Tertiary, when several episodes of cool
ing and warming in the world ocean took place. Nonetheless, they provide a useful 
supplement to correlation methods based on oxygen isotopes (Chapter 15), which 
also involve climate fluctuations in the late Tertiary and Quaternary. 

5 1 1 
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Chronostratigraphy 
and Geologic Time 

1 5.1 INTRODUCTION 

T
he stratigraphic units described in the preceding chapters are rock units dis
tinguished by lithology, magnetic characteristics, seismic reflection charac
teristics, or fossil content. As such, they are observable or measurable 

material reference units that depict the descriptive stratigraphic features of a re
gion. Definition of these units allows the vertical and lateral relationships between 
rock units to be recognized and provides a means of correlating the units from one 
area to another. As Krumbein and Sloss (1963) point out, however, descriptive 
stratigraphic units do not lend themselves to interpretation of the local strati
graphic column in terms of Earth history. To interpret Earth history requires that 
stratigraphic units be related to geologic time; that is, the ages of rock units must 
be known. Establishing the time relationship among rock units is called 
chronostratigraphy, and stratigraphic units defined and delineated on the basis of 
time are geologic time units. The relationship between chronostratigraphy and 
other branches of stratigraphy is illustrated in Figure 15.1. 

In this chapter, we examine the concept of geologic time units and explore 
the relationship of time units to other types of stratigraphic units. We will also see 
how geologic time units are used to create the Geologic Time Scale and we will 
discuss methods of calibrating the time scale. Finally, we will examine methods 
for chronocorrelation-correlation of rock units on the basis of their ages. 

15.2 GEOLOGIC TIME UNITS 

Geologic time units are conceptual units rather than actual rock units, although 
most geologic time units are based on rock units. In fact, we recognize two distinct 
types of formal stratigraphic units that can be distinguished by geologic age: 
units, called stratotypes, based on actual rock sections, and units independent of 
reference rock sections (see Appendix C)). ldeally, the reference rock bodies for ge
ologic time units are isochronous units. That is, they are rock units formed during 
the same span of time and everywhere bounded by synchronous surfaces, which 
are surfaces on which every point has the same age. 

5 1 3  
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Figure 1 5.1 
Diagram i l lustrating the proce
dures and processes involved in  
chronostratigraphy and the re
lationship of geologic time 
units to other kinds of strati
graphic units. Golden spike 
refers to internationally agreed 
upon points or boundaries in 
stratotype stratigraphic sections 
selected to serve as reference 
sections for chronostratigraphic 
units. [After Holland, C. H ., 
1 998, Chronostratigraphy 
(global standard stratigraphy): 
A personal perspective, in 
Doyle, P., and M. R. Bennett 
(eds.), Unlocking the strati
graphical record: Advances in 
modern stratigraphy, john 
Wiley & Sons, Chichester, 
Fig. 1 3 .1 , p. 384.] 

The North American Stratigraphic Code and The International Stratigraphic 
Guide (Salvador, 1994) recognize two fundamental types of isochronous geologic 
time units: chronostratigraphic units and geochronologic units. Chronostratigraphic 
units (Table 15.1) are tangible bodies of rock that are selected by geologists to 
serve as reference sections, or material  referents, for all rocks formed during the 
same interval of time. In other words, a particular section of sedimentary rock 
having a known age span is selected to represent that particular interval of geo
logic time. For example, the interval of time from about 275-250 million years ago 
is called the Permian Period and is represented by rocks of the Permian System lo
cated in the Province of Perm, Russia (see Table 15.2). Geochronologic units, by 
contrast, are divisions of time distinguished on the basis of the rock record as ex
pressed by chronostratigraphic units. They are not in themselves stratigraphic 
units. If the distinction between these two types of units seems somewhat confus
ing, the following illustration may help to clarify the difference. Chronostrati
graphic units have been l ikened to the sand that flows through an hourglass 
during a certain period of time. By contrast, corresponding geochronologic units 
can be compared to the interval of time during which the sand flows (Hedberg, 
1976). The duration of the flow measures a certain interval of time, such as an 
hour, but the sand i tself cannot be said to be an hour. 

Traditional internationally accepted chronostratigraphic units were previ
ously based primarily on the time spans of lithostratigraphic or biostratigraphic 
units. We now also formally recognize (as chronostratigraphic units) polarity 
chronostratigraphic units (Appendix C), which are geologic time units based on 
the remanent magnetic fields in rocks (Chapter 13). 

The characteristics and hierarchical rankings of geologic time units are 
briefly described in Table 15.1.  Chronostratigraphic units are discussed first in 
this table because they are the reference stratigraphic sections upon which time 
(geochronologic) units are based. As mentioned, chronostratigraphic units are 
themselves based upon designated biostratigraphic, lithostratigraphic, or mag
netopolarity units (Table 15. 1). The fundamental chronostratigraphic unit is the 
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Chronostratigraphic Unit-an isochronous body of rock that serves as the material reference for all rocks formed 
during the same spans of time; it is always based on a material reference unit, or stratotype, which is a biostratigraphic, 
lithostratigraphic, or magnetopolarity unit 

Eonothem-the highest ranking chronostratigraphic unit; three recognized: Phanerozoic, encompassing the 
Paleozoic, Mesozoic, and Cenozoic erathems, and the Proterozoic and Archean, which together make up the 
Precambrian. 

Erathems-subdivisions of an eonothem; none in the Precambrian; the Phanerozoic erathems, names originally 
chosen to reflect major changes in the development of life on Earth, are the Paleozoic ("old life"), Mesozoic 
("intermediate life"), and Cenozoic ("recent life") 

System-the primary chronostratigraphic unit of worldwide major rank (e.g., Permian System, Jurassic 
System); can be subdivided into subsystems or grouped into supersystems but most commonly are divided 
completely into units of the next lower rank (series) 

Series-a subdivision of a system; systems are divided into two to six series (commonly three); generally 
take their name from the system by adding the appropriate adjective "Lower," "Middle," or "Upper" to the 
system name (e.g., Lower Jurassic Series, Middle Jurassic Series, Upper J urassic Series); useful for chronos
tratigraphic correlation within provinces; many can be recognized worldwide 

Stage--smaller scope and rank than series; very useful for intraregional and intracontinental classifica
tion and correlation; many stages also recognized worldwide; may be subdivided into substages 

Chronozone-the smallest chronostratigraphic unit; its boundaries may be independent of those of 
ranked stratigraphic units 

Geochronologic Unit-a division of time distinguished on the basis of the rock record as expressed by chronostrati
graphic units; not an actual rock unit, but corresponds to the interval of time during which an established chronostrati
graphic unit was deposited or formed; thus, the beginning of a geochronologic unit corresponds to the time of deposi
tion of the bottom of the chronostratigraphic unit upon which it is based and the ending corresponds to the time of 
deposition of the top of the reference unit; the hierarchy of geochronologic units and their corresponding geochronos
tratigraphic units are: 

Geochronologic Unit 

Eon 
Era 

Period 
Epoch 

Age 
Chron 

Corresponding Geochronostratigraphic Unit 

Eonothem 
Erath em 

System 
Series 

Stage 
Chronozone 

Geochronometric Units-direct divisions of geologic time with arbitrarily chosen age boundaries; they are not based on 
the time span of designated chronostratigraphic stratotypes; a geochronometric time scale is commonly used for Pre
cambrian rocks, which cannot be subdivided into globally recognized chronostratigraphic units; ages generally ex
pressed in millions of years before the present (Ma) but may be expressed also in thousands of years (Ka) or billions of 
years (Ga) 

Source: North American Stratigraphic Code and International Stratigraphic Guide (Sdlvador, 1994). 

system; higher-ranking units are groupings of systems, and lower ranking units 
are subdivisions of systems. The ranks of chronostratigraphic units do not corre
spond directly to those of lithostratigraphic or other stratigraphic units. A system 
of rocks, for example, does not necessarily correspond to a lithostratigraphic 
group or a series to a formation. A series might include several formations. In 
principle, chronostratigraphic units have worldwide extent and can be recognized 
throughout the world. In practice, worldwide use of chronostratigraphic units de
pends upon the extent to which the time-diagnostic features that characterize 
these units can be recognized worldwide. 

Geochronologic units represent the interval of time during which a corre
spondingly ranked chronostratigraphic unit was deposited. The fundamental 
geochronologic unit is thus the period-the time equivalent of a system. Names 



5 1 6  Chapter 1 5  I Chronostratigraphy and Geologic Time 

Table 15.2 The internationally accepted geologic systems of :the Pl\I;Ulerozoic and their Type 
localities 

System name Type locality Name proposed by Date proposed Remarks 

Quaternary France Jules Desnoyers 1829 Defined by lithology, 
including some unconsoli-
dated sediment 

Tertiary Italy Giovanni Arduino 1760 Originally defined by 
lithology; redefined with 
type section in France on 
the basis of distinctive 
fossils 

Cretaceous Paris Basin Omalius d'Halloy 1822 Defined initially on the 
basis of strata composed 
of distinctive chalk beds 

Jurassic Jura Mountains, Alexander von Humbolt 1795 Defined originally on the 
northern Switzerland basis of lithology 

Triassic Southern Germany Frederick von Alberti 1843 Defined lithologically on 
the basis of a distinctive 
threefold division of 
strata; also defined by 
fossils 

Permian Province of Perm, Roderick I. Murchison 1841 Identified by distinctive 
Russia fossils 

Pennsylvanian Pennsylvania, Henry S. Williams 1891 Not used outside the 
United States United States 

Mississippian Mississippi Valley, Alexander Winchell 1870 Not used outside the 
United States United States 

Carboniferous Central England William Conybeare and 1822 Named for lithologically 
William Phillips distinctive, coal-bearing 

strata but recognizable by 
distinctive fossils 

Devonian Devonshire, Roger I. Murchinson 1840 Boundaries based mainly 
southern England and Adam Sedgwick on fossils 

Silurian Western Wales Roger I. Murchinson 1835 Defined by lithology and 
fossils 

Ordovician Western Wales Charles Lapworth 1879 Set up as an intermediate 
unit between the 
Cambrian and Silurian to 
resolve boundary dispute; 
boundary defined by 
fossils 

Cambrian Western Wales Adam Sedgwick 1835 Defined mainly by 
lithology 

Note: The Precambrian has not yet been divided into internationally accepted systems. 

for periods and lower ranked geochronologic units are identical with those for 
their corresponding chronostratigraphic units. For example, the Jurassic Period is 
the time during which the Jurassic System of rocks was deposited. Periods are di
vided into epochs. Epochs represent the time during which a series was deposited. 
They take their name from the period by adding the adjective Early, Middle, and 
Late (e.g., Early Jurassic Epoch, Middle Jurassic Epoch, Late Jurassic Epoch). Note 
from Table 15.1 the different usage of Lower, Middle, and Upper for subdivision of 
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series, because series are rock units, not units of time. Most names for eons and eras 
are the same as the names of the corresponding eonothems and erath ems. 

Geochronometric units are pure time units. They are not based on the time 
spans of designated chronostratigraphic stratotypes but are simply time divisions 
of an appropriate magnitude or scale, with arbitrarily chosen boundaries. At this 
time, a geochronometric time scale is used to express the ages of Precambrian 
rocks (see Fig. 15.2) because no globally recognized and accepted chronostrati
graphic scale has been developed for these rocks. Precambrian rocks have not yet 
proven generally susceptible to analysis and subdivision by superposition or by 
application of other l ithologic or biologic principles that we commonly use in sub
dividing the Phanerozoic rocks; however, a chronostratigraphic scale for Precam
brian rocks may be developed in the future. Subdivision of Precambrian rocks is 
further discussed in the next section. 

Eonothem Erath em System and Subsystem Series Numerical 
Age (Ma) 

Quaternary Holocene 0.1  
Pleistocene 

1 .8 
Pliocene 

Cenozoic 
Neogene Miocene 

23.8 
Tertiary Oligocene 

Paleogene Eocene 
Paleocene 

65.0 

Cretaceous Upper 
Lower 

1 44.2 
Upper 

Mesozoic 
Jurassic Middle 

Lower 
206 

0 Upper 
5 Triassic Middle N 0 Lower 

248 0: 
Upper LlJ 

Permian z 
I <( Lower 

290 I 
Carbon- I Pennsylvanian n.. Upper 

323 
iferous I Mississippian Lower 

354 
Upper 

Devonian Middle 
Lower 

Paleozoic 4 1 7  

Silurian 
Upper 
Lower 

443 
Upper 

Ordovician Middle 
Lower 

490 

Cambrian 
Upper 
Lower 

543 
0 

Not 2 
0 formally 

z ex: subdivided <( UJ 

cr. b co ex: 
:::E a. 

2500 <( z 0 <( Not LlJ LlJ 0: I formally 
n.. 0 subdivided 0: <( 

Source of ages: Geological Society of America 1 999 Geologic Time Scale. 

Figure 1 5.2 
Nomenclature of Phanerozoic chronostratigraphic 
un its commonly used throughout the world. Pre
cambrian rocks are divided into the Archean and 
Proterozoic; however, no scheme for further sub
division of the Precambrian is globally accepted. 
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1 5.3 THE GEOLOGIC TIME SCALE 

Purpose and Scope 

Classifying rocks on the basis of time involves systematic organization of strata 
into named units, each corresponding to specific intervals of geologic time. These 
units provide a basis for time correlation and a reference system for recording and 
systematizing specific events in the geologic history of Earth. Thus, the ultimate 
aim of creating a standardized geologic time scale is to establish a hierarchy of 
chronostratigraphic units of international scope that can serve as a standard refer
ence to which the ages of rocks everywhere in the world can be related. Establish
ing the relative ordering of events in Earth's history is the main contribution that 
geology makes to our understanding of time. 

A standard geologic time scale should express any age in any place, and it 
should be understandable, clear, and unambiguous. It should also be independent 
of opinion and therefore have some objective reference that is accessible. Finally, it 
should be stable, that is, not subject to frequent change, and it should be agreed to 
and used internationally in all languages (e.g., Harland, 1978). 

Development of the Geologic Time Scale 

Chronostratigraphic Scale 

Geologists have been working for more than 200 years to develop a systematic 
scheme for a global time-stratigraphic classification of rock units. This slow 
process has evolved through two fundamental stages of development: 

1 .  Determining time-stratigraphic relationships from local stratigraphic sections 
by applying the principle of superposition, supplemented by fossil control 
and, more recently, radiometric ages. 

2. Using these local stratigraphic sections as a basis for establishing a composite 
international chronostratigraphic scale, which serves as the material reference 
for constructing a standardized international geologic time scale. 

The international chronographic scale has evolved gradually over the past two 
centuries into its present form (Table 15.1, Fig. 15.2). Figure 15.2 shows the hierar
chy of major chronostratigraphic units in general use throughout most of the 
world. A more detailed chronostratigraphic scale that also shows subseries and 
stages is given in Appendix D; this chronostratigraphic and geochrohometric scale 
was compiled by Salvador (1985) as part of the COSUNA (Correlation of Strati
graphic Units of North America) project. [Note: The ages of the boundaries be
tween chronostratigraphic units shown in Appendix D may not agree with the 
more recent age determinations given in the new geologic time scale shown in 
Figure 15.3.] Some of the provincial stage names commonly used in North Ameri
ca are also shown in Appendix D; however, there now appears to be a general 
movement among North American stratigraphers to abandon these provincial 
stage names and adopt the European (global) stages as standards for North Amer
ica. Stratigraphers in Europe and many other parts of the world have for many 
years subdivided the Tertiary into two subsystems, the Paleogene and the 
Neogene, with the top of the Oligocene Series as the dividing boundary between 
the two (Fig. 15.2). Geologists in North America have now also adopted this prac
tice. They have likewise adopted the European usage of the Carboniferous as a 
system name, but with subdivision in North America into the Mississippian and 
Pennsylvanian subsystems. Other versions of the chronostratigraphic scale exist 
(e.g., Cowie and Bassett, 1989; Harland et al., 1990) that differ somewhat from 
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1 999 GEOLOGIC TI ME SCALE 
PALEOZOIC 

LA.TE 

MIDDLE 

•Jrternat1onal ages have not beer estab1ishecL These are regional (laurel"tian) only. 

Sources for nomenclature ana ages: Primarily ftom Gradsteln, F., and Ogg, j,, 1 996, Episodes, v. 19, nos. i & 2: Gradstein, F. , et al., 1995, 

GEOLOGICAL SOCIE1Y 
OF AMERICA 

Figure 15.3 

SEPM Special Pub. 95-128; Berggren, W. A., et at, 1995, SEPM Special Pub. 54, p, 129·212; Cambnan and basal OrdoViCian ages 
adapted from Landing. 1 998, Canadian Joumai of Earth Sciences, v. 35, p. 329-338; and Dav1dek, K, et al., 1998, Geological Magazme, 
v. 135, p. 305-30R Cambrian age names from Pa!mer, A. R., 1 998, Canadian Journal of Earth Sciences, v. 35, p. 323-328. 

1 999 geologic time scale published by Geological Society of America. 

this scale, particularly in naming of series and stages and partial subdivision of 
the Precambrian into erathems and systems. The geologic community has not yet 
achieved the ideal of a truly international chronostratigraphic scale that is accept
ed and used by all geologists worldwide. 

Geochronologic (Time) Scale 
Figure 15.2 is a chronostratigraphic scale with units and boundaries based on 
physical divisions of the rock record, but it is not in itself a time scale. To function 
as a geologic time scale for expressing the age of a rock unit or a geologic event, 
the chronostratigraphic scale must be converted to a geochronologic scale consist
ing of units that represent intervals of time rather than bodies of rock that formed 
during a specified time interval .  The geologic time scale is derived from the 
chronostratigraphic scale by substituting for chronostratigraphic units the corre
sponding geochronologic units (Table 15.1). Thus, the geologic time scale is ex
pressed in eras, periods, epochs, ages, and chrons rather than erathems, systems, 
series, stages, and chronozones. The subdivision boundaries of the geologic time 
scale are calibrated in absolute ages; however, the geologic time scale differs from 

900 
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a true geochronometric scale, which is based purely on time without regard to the 
rock record. By contrast, the subdivisions of the Phanerozoic time scale are of un
equal length, because they are based on chronostratigraphic units that were de
posited during unequal intervals of time. 

The geologic time scale has been in existence for several decades, and during 
that time it has continued to evolve, with refinements being made particularly in 
subdivision of the epochs and ages and absolute-age calibration of the boundaries 
between periods, epochs, and ages. Figure 15.3 shows the most recent version of 
the geologic time scale published by the Geological Society of America in 1999. 
This time scale is subdivided into ages based on the European stages, and bound
aries between ages are calibrated in absolute time. Absolute ages are given in mil
lions of years before the present (Ma), where the present refers to 1950. Methods 
for absolute age calibration of the geologic time scale are discussed below. Note 
that the magnetic polarity scale for the most recent approximately 160 million 
years is also included in the time scale. Note also the use of a geochronometric 
scale for the Precambrian, with the dividing boundary between the Archean and 
the Proterozoic set arbitrarily at 2500 million years. 

Box 1 5.1 Calibrating the Geologic Time Scale 

As mentioned, the geologic time scale has evolved slowly over a long period 
of time. To develop the scale to its present level of usefulness for fixing the po
sition in time of a particular rock unit or geologic event, two types of informa
tion had to be available to stratigraphers: (1) some method of arranging rocks 
in an orderly succession on the basis of their relative position in time, or rela
tive ages, and (2) a method of determining the ages of the boundaries between 
rock units on the basis of their absolute position in time with respect to some 
fixed time horizon, for example, the present. 

Placing strata in stratigraphic order in terms of their relative ages has 
been the guiding principle used by stratigraphers in constructing the geologic 
time scale. Relative ordering was determined by applying the principle of su
perposition, aided by use of fossils. The principle of superposition means sim
ply that in a normal succession of strata which have not been tectonically 
overturned since deposition, the youngest strata are on top and the ages of the 
strata increase with depth. Most of the divisions in the current global chronos
tratigraphic scale are based on fossils, and early efforts to create an international 
chronostratigraphic scale before methods of absolute-age determinations were 
developed would have been impossible without the use of fossils. 

Fortunately, methods are now available not only for determining the rel
ative ages of strata but also for fixing within reasonable limits of uncertainty 
the absolute ages of some strata. Development of these methods of absolute
age estimation have made it possible to place approximate absolute ages on 
boundaries of the chronostratigraphic scale initially established by relative
age determination methods. Absolute age data can also be used for determin
ing ages of poorly fossiliferous Precambrian rocks that cannot be placed in 
stratigraphic order by relative-age determination methods. The principal 
method for determining the absolute ages of rocks is based on decay of ra
dioactive isotopes of elements in minerals. Other methods of determining the 
absolute passage of geologic time include counting; lake-sediment varves, 
which are presumed to represent annual sediment accumulations; growth in
crements in the shells of some invertebrate organisms; growth rings in trees; 
and Milankovitch climate cycles in sediments. These alternative methods are 
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useful only for marking the passage of  short periods of  time in local and re
gional areas and are not of importance in calibrating the geologic time scale, 
except possibly some parts of the Pleistocene and Pliocene. 

Thus, the major tools for finding ages of sediments to calibrate the geolog
ic time scale are relative-age determinations by use of fossils-biochronology
and absolute age estimates based on isotopic decay-radiochronology. These 
tools may be used both for calibrating the chronostratigraphic scale directly 
and for calibrating the succession of reversals of Earth's magnetic field; this 
succession constitutes the magnetostratigraphic time scale discussed in 
Chapter 13.  We shall now discuss each of these dating methods, beginning 
with biochronology. 

CALIBRATING THE GEOLOGIC TIME SCALE BY 
USE OF FOSSILS: BIOCHRONOLOGY 
Biochronology is the organization of geologic time according to the irre
versible process of evolution in the organic continuum (Chapter 14). Useful 
fossil horizons are more widespread and abundant in Phanerozoic rocks than 
are horizons whose ages can be estimated by radiochronology. Furthermore, 
biologic events can commonly be correlated in time more precisely than can 
radiometric data in all but Cenozoic rocks. Because of these factors, fossils 
have conventionally provided the most readily available tool for dating and 
long-distance correlations of Phanerozoic rocks. It is necessary, however, to 
make a clear distinction between biochronology and biostratigraphy. Bios
tratigraphy (Chapter 14) aims simply at recognizing the distinctive fossils that 
characterize a known stratigraphic level in a sedimentary section without re
gard to the inherent time significance of the fossils. For example, William 
Smith was able to use fossils very effectively for identifying and correlating 
strata, even though he had little or no idea of the time relationships or time sig
nificance of the fossils. Biochronology, on the other hand, is concerned with 
the recognition of fossils as having ages that fall at known points in the span of 
evolutionary time, as measured by fossils of a reference biostratigraphic sec
tion. Therefore, by establishing identifiable horizons in reference sections 
based on fossils, biochronology provides a tool both for international correla
tion and for worldwide age determination. 

The aim of biochronology is to make possible correlation and dating of 
the geologic record beyond the limits of local stratigraphic sections. To do this 
most effectively, stratigraphers use features or events in the paleontologic 
record that are widespread and easily identifiable and that occurred during 
short periods of geologic time. These events are considered to be biochrono
logic datum events because they mark a particular short period of time in the 
geologic past. The datum events most commonly used are the immigrations 
(first appearances) and extinctions (last appearances) of a fossil species or 
taxon. The first appearance of a species as a result of immigration from anoth
er area commonly occurs very rapidly after its initial appearance, owing to 
evolution from its ancestral morphotype. The first appearance is so rapid, in 
fact, that geologically speaking we consider speciation and immigration as es
sentially synchronous events. Extinction of a taxon may also occur very rapid
ly, although commonly not as rapidly as speciation. 

Stratigraphers speak of the first and last appearances of a taxon as the 
first appearance datum (FAD) and the last appearance datum (LAD). These 
FADs and LADs are not totally synchronous owing to the fact that even though 
immigrations and extinctions can take place quite rapidly, as mentioned, they 
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are not actually instantaneous events. Some planktonic species have been re
ported to spread worldwide in 100 to 1000 years; however, bioturbation of 
sediment after deposition can mix fossils through a zone several centimeters 
thick, and accidents in preservation as well as bias in collection and analytical 
methods can combine to create uncertainties in the age of the FADs and LADs 
that can amount to thousands of years. Nevertheless, the duration of the 
FADs of many planktonic species may be as little as 10,000 years; that is, the 
ages of the first appearance datum of a species will not vary by more than 
10,000 years in different parts of the world (Berggren and Van Couvering, 
1978). The error caused by an age discrepancy of this magnitude becomes in
significant when applied to estimation of the ages of rocks that are millions to 
hundreds of millions of years old. Thus, the FADs and LADs of many fossil 
species can be considered essentially synchronous for the utilitarian purposes 
of biochronology. 

FADs and LADs are the most easily utilized and communicated types of 
fossil information upon which to base biochronology, and they can be used 
across great distances within the range of the defining taxa. Therefore, they 
have come to dominate global biochronological subdivision. The procedure 
for establishing the biochronology of any fossil group based on FADs and 
LADs involves the following steps (described by Haq and Worsley, 1982) and 
is illustrated graphically in Figure 15.1.1: 

1. Identify and locate in local biostratigraphic units the FADs and LADs of 
distinctive fossil taxa that have wide geographic distribution. 
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Figure 1 5.1.1 

FAD (B) = 75 Ma calculated from sedimentation rata 

LAD (D) 85 Ma from radiometric data 

Schematic i l lustration of the a pp lication of biochronology to age cal
ibration of a local stratigraphic section. The ages of the FAD for 
Species A and the LAD for Species D are established by radiometric 
dating of some closely associated physical feature (e.g ., an ash bed). 
The FAD for Species B and the LAD for Species C cannot be dated 
radiometrically; however, the ages can be calculated from the sedi
mentation rate determined between FAD (A) and LAD (D). This rate 
(3 m/Ma) can then be used to determine the age difference be
tween FAD (A) and FAD (B) ( 3 m/Ma x 1 5  m 5 Ma) and be
tween LAD (D) and LAD (C) ( 3 m/Ma x 1 0 m =  3 Ma). 
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2. If possible, assign ages to these events by direct or indirect calibration 
through radiochronology or magnetostratigraphy. If ages can be assigned 
to any two events, the sedimentation rates for strata between these events 
can be calculated by dividing the age difference between the two by the 
thickness of sediment separating them. The sedimentation rates can then 
be used to calculate the approximate age of each event enclosed within the 
dated succession (Fig. 15.1 .1) .  

3 .  If radiometric or magnetostratigraphic calibration of FADs or LADs in the 
local section cannot be accomplished, then the ages of the datum levels 
must be found in a different way. Under these conditions, ages of the 
FADs and LADs are estimated on the basis of their stratigraphic position 
with respect to calibrated datum levels of other fossil groups that also 
occur in the sedimentary succession and whose ages have been found by 
study of one or more successions elsewhere. 

An example of biochronologic calibration is illustrated in Figure 15.1 .2, 
which shows the use of calcareous nannoplankton to establish a biochronol
ogy for the Pleistocene by direct correlation with magnetostratigraphic units. 

CALIBRATING BY ABSOLUTE AGES: RADIOCHRONOLOGY 

General Principles 
Radiochronology is based on the principle that radiogenic minerals such as 
uranium-235 and potassium-40 decay spontaneously at a fixed rate to a "daugh
ter" product. Thus, the age of a radiogenic mineral can be calculated from the 
measured ratio of parent radionuclide to daughter product in the mineral, by 
use of the known decay rate of the parent material. The decay rate is common
ly expressed as the half-life of the radioactive isotope (i.e., the time required 
for one-half of the parent material to decay to the daughter product). The 
number of atoms of the parent radioactive material and the inert daughter 
product are measured by a mass spectrometer, which is an instrument that 
separates and counts atoms of different masses or charges in a radiogenic min
eral such as zircon (Table 15 .1 .1) . 

The equation for calculating radiometric age is 

t = -ln + 1 
1 [D - Do J A N 

(15.1. 1 )  

where N is the number of parent atoms of an element (e.g., uranium) present 
in any given amount of the element, ln is log base e, D is the total number of 
daughter atoms (e.g., lead), Do is the number of original daughter atoms, and 
A is the decay constant, which is calculated from the relationship 

(15.1 .2) 

where T1;2 is the half-life of the radioactive element (Faure, 1986, Chapter 4). N 
and D are measurable; D0 is a constant whose value is either assumed or cal
culated from data for cognetic samples of the same age. 

Radiometric Methods 
Principal Methods. Some of the most useful radionuclides for estimating ab
solute ages and the minerals, rocks, and organic materials most suitable for 
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age determination are shown in Table 15.1 .1 .  The carbon-14 method is applied 
to direct dating of very young sediments. The protactinium-231 and thorium-
230 methods are also applied to direct dating of sediments ranging in age to 
about 250,000 years. The usefulness and limitations of these methods for direct 
dating of sediments are discussed further in succeeding sections. 

Most radiometric dating methods cannot be applied to direct dating of 
sedimentary rocks. They are used to determine the ages of igneous and meta
morphic rocks, which indirectly provide ages for associated sedimentary rocks 
(to be discussed). The potassium/argon method is widely used because it can 
be applied to a number of minerals that are common in igneous and metamor
phic rocks, and it gives generally reliable results. It can be used for dating plu
tonic, igneous, volcanic, and metamorphic rocks (metamorphism resets the 
radioactive clock), and even some sedimentary minerals (e.g., glauconite). The 
principal problem with the potassium/ argon methods is that the decay prod
uct, argon-40, is a gas that can leak out of a crystal. 

The argon-40/argon-39 method is a related technique in which potassi
um-39 is converted to argon-39 by irradiation with fast neutrons in a nuclear 



Approximate 
useful 

Parent Daughter Half-life dating range 
nuclide nuclide (years) (years B.P.) 

Carbon-14 *Nitrogen-14 5730 **< �40,000 

Protactinium *Actinium-227 32,480 < �150,000 
-231 (daughter 
nuclide of 
uranium-235) 

Thorium-230 *Radium-226 75,200 < �250,000 
(daughter nuclide 
of uranium 238/234) 

Uranium-238 Lead-206 4500 10- >4500 
million million 

Uranium-238 Spontaneous 
**< � 65 

fission tracks million 

Uranium-235 Lead-207 710 10- >4500 
million million 

Potassium-40 Argon-40 1250 1 - >4500 
million million 

Rubidium-87 Strontium-87 48 billion 10->4500 
million 

Samarium-147 Neodymium 106 > 200 million 
-143 billion 

Lutetium-176 Hafnium-176 35 billion > 200 million 

Half-life data from Bowen (1998). 

*Not used in calculating radiometric ages. 

**Can be used for dating older rocks under favorable circumstances. 
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Materials 
commonly 

used for 
dating 

Wood, charcoal, 
CaC03 shells 

Deep-sea sediment, 
aragonite corals 

Deep-sea sediment, 
aragonite corals 

Zircon, 
monazite, sphene, 
uranium/thorium 
minerals 

Volcanic glass, 
zircon, apatite, 
sphene, garnet 

Zircon, monazite, 
sphene, uranium/ 
thorium minerals 

Muscovite, biotite, 
feldspars, 
glauconite, whole 
volcanic rock 

Micas, K-feldspar, 
whole metamorphic 
rock, glauconite 

Pyroxene, 
plagioclase, garnet, 
apatite, sphene 

Pyroxene, 
plagioclase, garnet, 
apatite, sphene 

reactor. The ratio of potassium-39 to potassium-40 is known, so argon-39 can 
serve as a proxy for potassium-40. This relationship permits the potassium de
termination for a potassium-argon age to be made as part of the argon isotope 
analysis. In other words, measurement of the amount of argon-39 (which prox
ies for potassium-40) renders it unnecessary to separate potassium from a min
eral and measure the amount of potassium-40. Both argon-39 and argon-40 are 
measured during the argon analysis. An age can be determined from the 
argon-40/ argon-39 ratio once the conversion rate of argon-40 to argon-39 has 
been determined by irradiating a standard of known age along with the 
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sample (e.g., Bowen, 1998). The method is so sensitive that very small sam
ples can be used, and it has the further advantage that it allows correction 
for loss of argon by leakage. Because of these advantages, it is being in
creasingly used. 

Like the potassium/ argon method, the rubidium/strontium method can 
also be applied to a number of common minerals; however, it is less common
ly used. Rubidium is so rare that a long decay period is required to generate a 
measurable amount of strontium. The uranium/lead methods make use of 
minerals such as zircon, sphene, and monazite as well as some less common 
uranium/thorium minerals. These methods give generally reliable ages for 
older rocks and can be used for dating some rocks as young as about 10 million 
years. Fission-track dating is a technique that relies on counting fission tracks 
in minerals such as zircon (e.g., Wagner and Van den Haute, 1992). Emission of 
charged particles from decaying nuclei causes disruption of crystal lattices, cre
ating the tracks, which can be seen and counted under a microscope. The older 
the mineral the more tracks are present. The samarium/neodymium and 
lutetium/hafnium methods are less commonly used dating techniques that 
may be applied to some rocks that are less amenable to dating by convention
al methods. Samarium and lutetium are rare earth elements with long half
lives, making them useful for dating very old (Precambrian) rocks. 

Additional, specialized dating methods (e.g., amino-acid racemization 
method, obsidian hydration method) are available also (Faure, 1986; Geyh and 
Schleicher, 1990). Details of radiochronologic methods and discussions of er
rors and uncertainties in radiometric age determinations are available in sev
eral published volumes (e.g., Bowen, 1988, 1998; Dickin, 1995; Easterbrook, 
1988; Faure, 1986; Geyh and Schleicher, 1990; Mahoney, 1984; McDougall and 
Harrison, 1988; Odin, 1982; Parrish and Roddick, 1985; Williams, Lerche, and 
Full, 1988). 

Application to Dating Sedimentary Rocks. Although radiochronologic 
methods can be applied to a variety of rock materials and organic substances 
(Table 15.1 . 1 ), they have limited application to the direct estimation of ages of 
sedimentary rocks. Most of the potentially usable minerals in sedimentary 
rocks are terrigenous minerals that when analyzed yield the age of the parent 
source rock (see Appendix B), not the time of deposition of the sedimentary 
rock, although a few marine minerals such as glauconite can be used for direct 
dating of sedimentary rocks. Therefore, much of the geologic time scale has 
been calibrated by indirect methods of estimating ages of sedimentary rocks 
on the basis of their relationship to igneous or metamorphic rocks whose ages 
can be determined by radiochronology. The types of rocks that are most useful 
for isotopic calibration of the geologic time scale are described in Table 15.1 .2. 
We will now examine in greater detail the most common methods used to find 
ages of the sedimentary rocks of the international chronostratigraphic scale. 
These methods are not, of course, restricted to determining the ages of sedi
mentary rocks that make up the international chronostratigraphic scale. They 
can be applied to determining the ages of sedimentary rocks in generaL 

Finding Ages of Sedimentary Rocks by Analysis of Interbedded "Contem
poraneous" Volcanic Rocks. Lava flows and pyroclastic deposits such as ash 
falls can be incorporated very quickly into an accumulating sedimentary succes
sion without significantly interrupting the sedimentation process. Volcanic mate
rials may be erupted onto "soft" unconsolidated sediment and then buried 
during subsequent, continued sedimentation, leading to a succession of interbed
ded sedimentary rocks and volcanic rocks that are essentially contemporaneous 



Type of rock 

Volcanic rock 
(lava flows and 
ash falls) 

Plutonic igneous 
rocks 

Metamorphosed 
sedimentary 
rocks 

Sedimentary rocks 
containing 
contemporary 
organic remains 
(fossils, wood) 

Sedimentary rocks 
containing 
authigenic 
minerals such 
as glauconite 

Stratigraphic relationship 

Interbedded with 
"contemporaneous" 
sedimentary rocks 

Intrude (cut across) 
sedimentary rocks 

Lie unconformably beneath 
sedimentary rocks 
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Reliability of age data 

Give actual ages of 
sedimentary rocks in close 
stratigraphic proximity above 
and below volcanic layers 

Give minimum ages for the rocks 
they intrude 

Give maximum ages for 
overlying sedimentary rocks 

Constitute the rocks whose Give minimum ages for 
ages are being determined metamorphosed sedimentary 

rocks 

Lie unconformably beneath 
non-metamorphosed 
sedimentary rocks 

Give maximum ages for the 
overlying non-metamorphosed 
sedimentary rocks 

Give actual ages of sedimentary 
rocks 

Give minimum ages for 
sedimentary rocks 

in age. Thus, estimates of the ages of such associated volcanic rocks also estab
lish the ages of contemporaneous sedimentary rocks. 

Ages of whole volcanic rock can be estimated relatively easily by the 
potassium-argon method, and ages of minerals in these rocks can be deter
mined by the potassium-argon or other methods. Volcanic rocks that occur in 
association with nearly contemporaneous sedimentary rocks whose ages can 
also be determined by fossils provide extremely useful reference points for cal
ibration. In fact, establishing the absolute ages of fossiliferous sedimentary 
rocks by association with contemporaneous volcanic flows whose ages can be 
radiometrically estimated has probably been the single most important 
method of calibrating the geologic time scale. 

For this method to work, the contemporaneity of the interbedded vol
canic and sedimentary rocks must first be established. If a pyroclastic flow 
such as an ash fall or a lava flow erupts over an older, exposed sedimentary 
rock surface where erosion is taking place or sedimentation is inactive, the 
flow is not contemporaneous with the underlying sedimentary rock. The age 
calculated for such a flow indicates only that the rock below the flow is older 
and the rock above younger than the flow. A geologist can establish contempo
raneity by determining if fossils in sedimentary layers above and below the 
flow belong to the same biostratigraphic zone or by looking, along the basal 
contact of the flow unit, for physical evidence that may show that the underly
ing sediment was still soft at the time of the volcanic eruption. For example, 
ash fall material may be mixed by bioturbation into underlying sediment, soft 
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Diagram i llustrating how the contemporaneity of sedimenta ry rocks 
to an associated, datable volcanic layer can be established. The 
shale beds below and above the volcan ic ash bed belong to the 
same Foraminiferal biozone and the base of the ash bed has been 
bioturbated, indicating that the underlying sediment was still soft 
at the time of the ash fal l .  Therefore, the shale beds are approxi
mately the same age as the ash bed (80 Ma). 

sediment may be mixed into the base of a submarine lava flow, or other such 
relationships may exist (Fig. 15.1 .3). 

Bracketed Ages from Associated Igneous or Metamorphic Rocks. The ra
diometric ages of igneous rock that are not contemporaneous with associated 
sedimentary rocks can be used to estimate the ages of associated sedimentary 
rocks if two or more igneous bodies "bracket" the sedimentary unit. In this case, 
the age of the sedimentary unit can be established only as lying between those 
of the bracketing igneous bodies. The sedimentary unit will be older than an 
igneous body that intrudes it, but younger than an igneous body upon which 
it rests unconformably (Fig. 15.1 .4A). For example, a sedimentary succession 
deposited on the eroded, weathered surface of a granite batholith may subse
quently be intruded by a dike or a sill. The sedimentary unit is obviously 
younger than the batholith but older than the dike or the sill. Unfortunately, 
there is no way to determine how much younger or older unless other evi
dence is available. Because erosional and depositional processes are relatively 
slow, the time represented by a bracketed age may be so long as to be of rela
tively little use in calibrating the geologic time scale. Only a few points on the 
time scale have been calibrated by this method. 

Metamorphic minerals that develop in sedimentary rocks owing to re
gional or contact metamorphism can be studied also to provide a method of 
bracketing the ages of sedimentary rocks (Fig. 15.1.4B). The radiometric age of 
metamorphic minerals gives a minimum age for the metamorphosed sedi
ment; that is, the metamorphosed sedimentary rocks are older than the time of 
metamorphism. If a succession of metamorphic rocks is overlain uncon
formably by nonmetamorphosed sedimentary rocks, the nonmetamorphosed 
rocks are obviously younger than the age of metamorphism. 



1 5.3 The Geologic Time Scale 529 

< 1 35 to > 1 25 m.y. 

Figure 1 5.1.4 
Determining the ages of sedimentary rocks indirectly by (A) bracketing 
between two igneous bodies and (B)  bracketing between regionally 
metamorphosed sedimentary rocks and a n  intrusive igneous body. 

Direct Radiochronology of Sedimentary Rocks 

The calibration methods discussed above allow the estimation of ages of sedi
mentary rocks only through their association in some manner with igneous or 
metamorphic rocks whose ages can be determined by radiometric methods. 
Clearly, the uncertainties involved in finding ages of sedimentary rocks by 
these indirect methods could be avoided if ages could be estimated directly. As 
mentioned, terrigenous minerals in sedimentary rocks are not useful for ra
diochronology because they yield ages for the parent rocks, not the time of de
position of the sediment. The only materials in sedimentary rocks that can be 
used for direct radiochronology are organic remains (wood, calcium carbonate 
fossils, and other such remains) that were deposited with the sediment and au
thigenic minerals that formed in the sediment while still on the seafloor or 
shortly after burial. The principal methods that have been used for direct ra
diochronology of sedimentary rocks are (1) the carbon-14 technique for organic 
materials, (2) the potassium-argon and rubidium-strontium techniques for 
glauconites, (3) the thorium-230 technique for ocean floor sediments, and (4) 
the thorium-230/protactinium-231 technique for fossils and sediment. 

A short discussion of the advantages and disadvantages of each of these 
methods follows. For a description of other possible direct dating methods, such 
as amino-acid racemization and other methods based on radioactive disequilib
rium of uranium, thorium, and protactinium, see Geyh and Schleicher (1990). 
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Carbon-14 Method. The carbon-14 method can be applied to the radiochronol
ogy of materials such as wood, peat, charcoal, bone, leaves, and the CaC03 
shells of marine organisms. The method has been used extensively for estimat
ing ages of archaeological materials, but its application in geology i s  limited to 
Quaternary geology because of the very short useful age range of the method. 
Carbon-14 is produced in the atmosphere owing to the impact of cosmic-ray 
neutrons on ordinary nitrogen-1 4  atoms. The nitrogen atoms lose a proton and 
are thus converted to carbon-14, which, in turn, decays backs to nitrogen-14 
with a half-life of 5730 years. Carbon-14 is incorporated into carbon dioxide 
( C02), which is assimilated by plants and animals during their life cycles. 
When organisms die, their tissue no longer assimilates new radioactive car
bon; thus, the amount of radiocarbon in the organisms diminishes with time. 
The age of a sample is determined by measuring the amount of radiocarbon 
per gram of total carbon in a sample and comparing this amount with the ini
tial amount at the time the organism d ied. The age equation is 

t 19.035 X 103 log( i )years (15.1.3) 

where A is the measured activity of the sample at the present moment in dis
integrations per minute per gram of carbon (dpm/ g) and Ao is the initial ac
tivi ty (e.g., Bowen, 1 998). Burning of trees and fossil fuels in the past few 
centuries has produced a relative decrease in radioactive carbon in the atmo
sphere whereas detonation of thermonuclear bombs has caused a slight in
crease. Corrections must be made for these changes to obtain correct 
radiocarbon ages. 

Because of the short half-life of radioactive carbon, the carbon-14 method 
is commonly used only for materials less than about 40,000 years old; older 
materials contain too little carbon-14 to be determined by standard analytical 
methods. Special techniques that make use of mass spectrometers that allow 
analysis of smaller amounts of carbon-14, or special proportional counters 
with high counting efficiencies (e.g., Bowen, 1988), make i t  possible to extend 
the usable ages in some cases to as much as 60,000-80,000 years. These special 
methods are very expensive and have not been widely used in the past. Also, 
they are exceptionally subject to systematic error because of contamination of 
samples with young carbon. 

The carbon-14 method has been used successfully for such applications 
as estimating ages of very young sediment in cores of deep-sea sediment and 
unraveling recent glacial history by analysis of wood in glacial deposits. Its ex
tremely short range renders the method of little value in calibrating the geo
logic time scale except for very recent Quaternary events. 

Radiochronology of Glauconites by Use of Potassium-40/ Argon-40 and 
Rubidium-87/Strontium-87. Radioactive potassium-40 (4°K )  is incorporated 
into glauconite grains (green clay minerals composed of complex potassium
aluminum-iron silicates) as they evolve by alteration processes on the seafloor. 
When the glauconite grains are fully formed, they theoretically become closed 
systems with respect to gain or loss of potassium or argon; that is, no addi
tional radioactive potassium is taken into the grains and the 40 Ar that forms by 
gradual decay of potassium remains trapped within the glauconite grains 
(e.g., Odin and Dodson, 1 982). Measurement of the 40K /40 Ar ratio in the glau
conite grains thus allows the age of the grains to be estimated . The half-life of 
potassium-40 is 1250 million years; therefore, it is theoretically possible to 
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apply the K-Ar method to  radiochronology of rocks ranging in  age from about 
one million years (less in some cases) to the age of Earth. 

Several workers have reported that glauconite ages tend to be 10-20 
percent too young owing to some argon loss. On the other hand, calculated 
glauconite ages may be too old in some cases owing to the presence of inherit
ed radiogenic argon that was already in sediment at the time the glauconite 
grains formed. Also, the formation of glauconite grains and their closure to 
loss of argon do not occur simultaneously with deposition of the enclosing 
sediment. Glauconite grains, therefore, must yield a slightly younger age than 
the sediment in which they occur, even if uncertainties about inherited or lost 
argon are not a problem. Odin and Dodson (1982) suggest that the time re
quired for glauconites to evolve and become closed systems may range up to 
25,000 years or more. Thus, in relation to biostratigraphic zonation, the glau
conite K-Ar ages are closer to those of fossils in the horizon immediately above 
the glauconites than to the fossils deposited with the glauconites. 

The ages of glauconites can also be estimated by the rubidium-strontium 
method (Table 15.1.1) .  Radioactive rubidium (87Rb) is incorporated into glau
conites as they form, along with potassium-40. The long half-life of rubidium-
87 limits the use of the rubidium-strontium method to radiochronology of 
rocks older than about 10 million years. Details of the Rb-Sr method as applied 
to the radiochronology of sedimentary rocks are given by Clauer (1982). 

Estimating Ages of Sedimentary Rocks by Use of Other Authigenic Minerals. 
In addition to glauconite, several other authigenic minerals have been used in 
direct radiochronology of sedimentary rocks by the K-Ar and Rb-Sr methods. 
These minerals include clay minerals such as illite, montmorillonite, and chlo
rite; zeolites; carbonate minerals; and siliceous minerals such as chert and opal. 
Because of uncertainties about their origin-that is, authigenic or detrital-and 
time of closure to seawater interactions, none of the clay minerals except glau
conite have so far proven to yield reliable ages. Zeolites, carbonate minerals, 
and siliceous minerals have been used for direct radiochronology of sedimen
tary rocks with some success, but the overall usefulness and reliability of meth
ods based on these minerals have not yet been adequately investigated. 

Thorium-230 and Thorium-230/Protadinium-231 Methods for Estimating 
Ages of Recent Sediments. Uranium-238 decays through several intermedi
ate daughter products, including uranium-234, to thorium-230. Uranium-238 is 
fairly soluble in seawater and is present in detectable amounts in seawater. By 
contrast, the thorium-230 daughter product precipitates quickly from seawa
ter by adsorption onto sediment or inclusion in certain authigenic minerals 
and becomes incorporated into accumulating sediment on the seat1oor. Thori
um-230 is an unstable isotope and itself decays with a half-life of 75,000 years 
to still another unstable daughter product, radium-226. Owing to this fairly 
rapid decay of 230Th, cores of sediment taken from the ocean t1oor exhibit a 
measurable decrease in 230Th content with increasing depth in the cores. If we 
assume that sedimentation rates and the rates of precipitation of 230Th have re
mained fairly constant through time, the concentration of 230Th should de
crease exponentially with depth. The ages of the sediments at various depths 
in a core can be calculated by comparing the amount of remaining 23Drh at any 
depth to the amount in the top layer of the core (surface sediment) . This 
method can be applied to the dating of sediments younger than about 250,000 
years old, which makes it useful for bridging the gap between maximum car
bon-14 ages and minimum K-Ar ages. 
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Protactinium-231 is the unstable daughter product of uranium-235 and 
itself decays with a half-life of about 34,000 years to actinium-227. Protactini
um-231, like thorium-230, precipitates quickly from seawater and becomes 
incorporated into sediment along with thorium-230. Because protactinium-231 
decays about twice as rapidly as thorium-230, the 231Pa/23(}yh ratio in the sed
iments changes with time. Thus, in a sediment core, this ratio is largest in the 
surface layer of the core and decreases progressively with depth in the core. 
The ar,e of the sediment at any depth in the core is determined by comparing 
the 23 Pa/23� ratio at that depth to the ratio in the surface sediment. The re
liability of the ages determined by this method rests on the assumption that 
protactinium-231 and thorium-230 are produced everywhere in the ocean at a 
constant rate and that the starting ratio of these two isotopes in surface sedi
ment is constant throughout the ocean. (See Faure, 1986, and Bowen, 1998, for 
details.) 

An alternative method for calculating ages of sediment based on protac
tinium-231 and thorium-230 involves measuring the ratio of these daughter 
products to their parent isotopes in the skeletons of marine invertebrates such 
as corals. Dissolved uranium-238 and uranium-235 in seawater are incorporat
ed into corals as they grow, whereas seawater contains no appreciable protac
tinium-231 and thorium-231, because of the rapid precipitation of these 
daughter products. Therefore, any protactinium-231 or thorium-230 present in 
corals results from decay of the parent uranium isotopes within the corals. The 
ratio of parent isotope to daughter product decreases systematically with time, 
providing a method for dating the corals. These ratios approach an equilibrium 
value with increasing passage of time, owing to the fact that the daughter 
products themselves continue to decay. Thorium-230 reaches a steady state 
after about 250,000 years and protactinium-231 after about 150,000 years. 
Thus, these methods can be used only for radiochronology of rocks younger 
than these ages. Because corals and other skeletal materials tend to recrystal
lize with burial and diagenesis, the 231Pa/23� method has severe limitations. 
Recrystallization may open the initially closed system and allow escape of the 
daughter or parent isotopes. Therefore, this method cannot be applied to esti
mating ages of skeletal materials that have undergone recrystallization. 

SUMMARY 
Radiochronology of sedimentary rocks whose relative positions in the strati
graphic column are already established can be accomplished by several meth
ods. The choice of method depends upon the age of the rocks and the types of 
materials present in them. In general, calibration of the time scale by estimat
ing ages of volcanic rocks associated with essentially contemporaneous sedi
mentary rocks that can be easily correlated by marine fossils is the most useful 
and reliable approach. Radiochronology of sedimentary glauconites or brack
eting the ages of sedimentary rocks from associated plutonic intrusive rocks 
may also yield usable ages-the only ages available in some cases. Therefore, 
different methods may have to be applied to estimating ages of rocks in each 
geologic system. Details of the methods used for estimating ages of bound
aries between and within the different systems are given in Odin (1982), 
Snelling (1985a), and Harland et al. (1990). 

Figure 15.3 shows the calibration of the Geological Society of America 
1999 Geologic Time Scale on the basis of absolute ages obtained from a num
ber of different sources. Readers should be aware, however, that other pub
lished geologic time scales have slightly different values for some of these 
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boundaries (e.g., Odin, 1982; Curry et al., 1982; Snelling, 1985b; Harland et aL, 
1990), indicating differences in opinion about the ages of the boundaries. Cali
bration of the geologic time table has changed steadily through the years as ra
diochronologic methods have improved and more absolute ages have become 
available. Although the ages now used to calibrate the major boundaries of the 
geologic time scale are unlikely to undergo major revision in the future, it is 
safe to assume that refinements in these ages will continue for some time. 

15.4 CH RONOCORRELATION 

Chronostratigraphic units are extremely important in stratigraphy because they 
form the basis for provincial to global correlation of strata on the basis of age 
equivalence. We have already established that chronostratigraphic correlation is 
correlation that expresses correspondence in age and chronostratigraphic position 
of stratigraphic units. To many geologists, correlation on the basis of age equiva
lence is by far the most important type of correlation and, in fact, it is commonly 
the only type of correlation possible on a truly global basis. Methods of establish
ing the age equivalence of strata by magnetostratigraphic and biologic techniques 
have already been discussed (Chapters 13, 14). Several other methods of time
stratigraphic correlation are also in common use, including correlation by short
term depositional events, correlation based on transgressive-regressive events, 
correlation by stable isotope events, and correlation by absolute ages. These meth
ods are discussed below. 

Event Correlation and Event Stratigraphy 

Event correlation constitutes part of what has come to be known as event stratig
raphy. Event stratigraphy focuses on the specific events that generate a strati
graphic unit or succession rather than on the physical or biological characteristics 
of the unit. For example, a eustatic rise in sea level can affect sedimentation pat
terns worldwide. As a result of this event, sedimentary facies are generated in a 
variety of environments in various parts of the world. These facies may not be 
equivalent in terms of their physical characteristics; however, they are equivalent 
in the sense that they were produced as a result of the same event. Thus, they are 
chronological equivalents. 

Events can be considered to have different scales depending upon their du
ration (Fig. 15.4), intensity, and geologic effect. Some convulsive events are extra
ordinarily energetic, occur quickly, and have regional influence (e.g., explosive 
volcanic eruptions, impact of large extraterrestrial bodies (bolides), great earth
quakes, catastrophic floods, large violent storms, large tsunamis). These events 
may produce widespread effects, including mass extinctions. Because of their 
magnitude, the deposits of such events may form important parts of the geologic 
record; in fact, the stratigraphic record tends to overemphasize extraordinary per
turbations (Schleicher, 1992). On the other hand, the products of a particular event 
may not be well enough preserved in the geologic record to be recognized as an 
event marker (Clifton, 1988), and synchroneity of event deposits from one region 
to another may not be easily recognized. Other events occur more slowly and 
produce important stratigraphic successions that may be well preserved and rec
ognized over large areas, such as the rise and fall of sea level that generates a 
transgressive-regressive stratigraphic succession. 
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Resolving power of geochronologic systems in the Cenozoic on the basis of 14C and K-Ar 
absolute age discrimination and biochronological discrimination. The vertical axis shows 
the duration of events ranging from hours to hundreds of mi l l ions of years, and the hori
zontal axis shows age before the present ranging from hours to hundreds of mi llions of 
years. Note that 1 4C dating can resolve events that range in age from tens of years to less 
than 1 00,000 years and that are years to tens of thousands of years apart. K-Ar dating can 
resolve events that are older than 1 00,000 years and that are separated by at least 1 0,000 
years. Biochronology is most effective in resolving events that are older than about one 
mi l lion years and that are spaced at least one mi l lion years apart. [After Berggren, W. A., 
and J. A. Van Couvering, 1 978, Biochronology, in G. V. Cohee, M. F. Glaessner, and H. D. 
Hedberg (eds.), The geologic time scale: Am. Assoc. Petroleum Geologists Studies in Geol
ogy 6, F ig.  1 ,  p. 43, reprinted by permission of AAPG, Tulsa, Okla.] 

To be useful in chronocorrelation, events should be relatively sudden, thus 
producing abrupt changes in lithology, chemistry, biology, and/ or paleomagnetism 
that can be recognized. Physical events that meet this criterion include tsunamis, 
storms, floods, sediment gravity flows, volcanic eruptions, meteorite and comet 
impacts, rapid sea-level changes, and abrupt reversals of Earth's magnetic field 
(e.g., Einsele, 1998; Shiki, Chough, and Einsele, 1996). Chemical events, which may 
be related to physical events, include sudden changes in stable isotope (e.g., oxy
gen, carbon) content of the ocean and development of anoxic (low-oxygen) condi
tions in the ocean. Biologic changes such as sudden appearance of new species or 
sudden extinction of species are also useful events (e.g., Walliser, 1996). Biological 
events may be related to relatively sudden environmental changes such as major 
changes in current patterns or to other physical events (e.g., meteorite impacts). 

These various types of events are summarized in Figure 15.5. As mentioned, 
physical, chemicat and biological events generate corresponding event deposits 
(e.g., a volcanic eruption produces an ash bed). Combining several kinds of event 



1 5.4 Chronocorrelation 535 

Figure 1 5.5 
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Schematic i l lustration of events and event deposits that are useful in chronostratigraphic 
correlation. Note that most events are restricted to regions; however, a few, such as  a nox
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ing various kinds of events leads to identification of high-resolution stratigraphic units 
(holostratigraphic units) and biostratigraphic un its that have chronostratigraphic signifi
cance. Column sea level: F = fall, Ri rise. Column biostratigraphic units: Et earliest, 
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species. [After Barnes et al., 1 995, Global event stratigra phy, in Walliser, 0. H. (ed.), Glob
al events and event stratigraphy: Springer-Verlag, Fig. 1 ,  p. 320.] 

markers to identify correlatable horizons has come to be known as high-resolution 
event stratigraphy (Kauffman, 1988). Many events are of local or provincial scope; 
however, some produce event deposits that are globally traceable, holding out 
the possibility of global event stratigraphy (Barnes et al., 1996; Wallister, 1996). 
Other than paleomagnetic correlation, most worldwide correlation is based on 
biostratigraphy. 

Correlation by Short-Term Depositional Events 

Some events produce key beds, or marker beds, that can be traced in outcrop or 
subsurface sections for long distances. These marker beds are useful for time
stratigraphic correlation, as well as for lithostratigraphic correlation, if they were 
deposited as a result of a geologic event that took place essentially "instanta
neously." The most striking short-term depositional event is ash fall from volcanic 
eruptions, which can take place in 1 to 10 days (Fig. 15.4). Beds formed from ash 
falls are called ash layers, tephra layers, bentonite beds (if the ash alters to ben
tonite clays), or tuff layers. The ash fall from a single eruption may produce ash 
layers several centimeters thick that can cover thousands to hundreds of thou
sands of square kilometers. For example, ash from the eruption of Mt. Mazama in 

li'l� 
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southeastern Oregon about 6500-7000 years ago, an eruption that subsequently 
led to the formation of the Crater Lake caldera, was carried northeastward by 
winds and deposited as far away as Saskatchewan and Manitoba, Canada. Ash 
from the May 1980 eruption of Mt. St. Helens also spread over thousands of 
square kilometers east and north of Mt. St. Helens in Washington and Idaho. 
Other historic examples of widespread ashfalls include the 1932 eruption of 
Quizapu in Chile, an eruption that distributed volcanic ash eastward for 1500 km 
across South America and into the Atlantic Ocean, and the eruption of Perbuatan 
Volcano at Krakatoa Island, Indonesia, in 1883, an eruption that spread volcanic 
dust around the world. 

Tephra layers make extremely useful reference points in stratigraphic sec
tions. They provide a means for reliable time-stratigraphic correlation if they are 
of sufficient lateral and vertical extent and if they can be identified as the product 
of a particular volcanic eruption. Identification of individual ash layers or ben
tonite beds can often be made on the basis of petrographic characteristics-types 
of mineral grains, rock fragments, glass shards, or other components-or trace-el
ement composition. Ages of these layers may be determined also by radiometric 
methods, allowing the layers to be identified and correlated by contemporaneous 
age . Tephra are particularly useful in correlating across marine basins, and 
it may even be possible to correlate ash layers in marine basins to well-dated lava 
flows or ash on land, thereby extending marine correlations onto land. 

Turbidity currents constitute another type of "instantaneous" geologic event 
that can produce thin, widespread deposits (e.g., Einsele, 1998). Turbidites may have 
chronostratigraphic significance if a particular turbidite bed, or succession of beds, 
can be differentiated from other turbidite units and traced laterally. Unfortunately, 
most turbidites commonly consist of rhythmic or cyclic successions of units that have 
very similar appearance and are very difficult to differentiate. Thus, in practice, the 
usefulness of turbidites in time-stratigraphic correlation is rather limited. 

Other types of "catastrophic" short-term geologic events include dust 
storms that produce fine-grained loess deposits on land or silt-sand layers in ma
rine basins . Storms at sea can stir up and transport sediment on the continent shelf 
to produce thin "storm layers" of sand or silt, as discussed in a preceding chapter. 

Slower, noncatastrophic depositional conditions also may generate thin, dis
tinctive, widespread stratigraphic marker beds under some depositional condi
tions. Deposition of these beds does not necessarily take place "instantaneously." 
Nevertheless, they can be used for time-stratigraphic correlation if they formed as 
a result of deposition that took place over a large part of a basin during a relatively 
short period of time under essentially uniform depositional conditions . For ex
ample, changes in ocean circulation patterns may bring about anoxic conditions 
(Fig. 15.5), leading to widespread deposition of organic-rich black shales. A thin, 
widespread limestone bed within a dominantly shale or silt succession implies 
deposition of the limestone under conditions that were in effect essentially simul
taneously throughout a geologic province. Such a thin limestone bed within a suc
cession of nonmarine clastic units may represent a brief incursion of marine 
conditions into a nonmarine environment or the temporary ponding of fresh 
water to form a large, shallow lake. Thin limestone units in a thick succession of 
marine clastic deposits may indicate shelf carbonate deposition during brief peri
ods when clastic detritus was temporarily trapped in estuaries or deltaic environ
ments and thus prevented from escaping onto the shelf. By contrast, thin 
interbeds of sand, clay, or silt in a thick carbonate or evaporite succession may rep
resent temporary incursions of clastic detritus into a carbonate or evaporite basin. 
Such incursions may be due to a sudden increase in the supply of detritus as a re
sult of tectonic events, periodic flooding on land, or deposition by w indstorms or 
turbidity currents. 
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Note that chronocorrelation on the basis of physical event stratigraphy re
quires that event beds can be recognized and traced laterally in outcrop or that 
they can be correlated on the basis of distinctive lithology (lithocorrelation). Be
cause they were produced as a result of an event that took place rapidly, lithocor
relation also results in chronocorrelation. Of course, the actual ages of event beds 
must be established by the radiometric dating techniques discussed in the preced
ing section. 

Biologic events include episodes of punctuated evolution, mass extinctions, 
mass mortalities (caused, for example, by major ash fall into a basin), and rapid 
immigration and emigration (Kauffman, 1988; Wallister, 1996). Some of the tech
niques and problems of chronocorrelation by biologic events are discussed in the 
preceding chapter on biostratigraphy. 

Event Correlation Based on Transgressive-Regressive Events 

A different approach to event correlation is represented by local correlation based 
on position within a transgressive-regressive succession or cycle (Ager, 1993b). 
According to Ager, event correlation in this case is based on the correlation of cor
responding peaks of symmetric sedimentary cycles that are presumed to be syn
chronous. The events represented in this type of correlation are the result of 
transgressions and regressions that may represent either worldwide, simultane
ous, eustatic changes in sea level or more local changes owing to uplift, subsi
dence, or fluctuation in sediment supply. 

The principle of correlation based on transgressive-regressive events is illus
trated in Figure 15.6. The deposits formed during any transgressive-regressive 
cycle contain one particular time plane that represents the time of maximum in
undation by the sea, that is, the time at which water depth was greatest at any par
ticular locality. Rocks lying stratigraphically below this time plane were deposited 
during transgression and those above during regression. This time plane can be 
identified by use of fossil data to determine depth zonation and maximum water 
depth at various localities, as illustrated in Figure 15.6. The position of the time 
plane can be established also from lithologic evidence by determining in the verti
cal stratigraphic section at each locality the position within the section where the 
rocks are symmetrically distributed with respect to the most basinward facies pre
sent. A surface connecting the most basinward rocks in each of the vertical sec
tions defines the approximate position of the time plane and thus the 
time-stratigraphic correlation between the sections. Figure 15.7 further illustrates 
the method. Note from this illustration how time-equivalent points on the cycle 
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Figure 1 5.6 
Time correlation by position i n  a transgressive
regressive cycle. The line connecting poin ts of 
deepest-water condition is a time l ine. [After 

G lsraelski, M. C.,  1 949, Oscillation chart: Am . Assoc. 
Petroleum Geologists Bul l., v. 33, F ig.  3, p. 98.] 
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Transgressive-regressive cycle sedimentation and event correlation in the 
Eocene of the Isle of Wight in southern England. [From Ager, D. V., 1 993, The 
nature of the stratigraphical record, 3rd ed., Fig. 7.2, p. 1 00. Reprinted by 
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are related, resulting in a correlation in which glauconitic clays at the east end of the 
succession are equated to laminated beds at the west end. Correlation is expressed, 
as Ager (1993b, p. 101) puts it, in terms of degrees of "marineness." Correlation in 
this manner can be considered to be a part of sequence stratigraphy (Chapter 13). 

Correlation by Stable Isotope Events 
Variations in the relative abundance of certain stable, nonradioactive isotopes in 
marine sediments and fossils, referred to as stable isotope geochemistry (e.g., Val
ley and Cole, 2001), can be used as a tool for chronostratigraphic correlation of 
marine sediments. Geochemical evidence shows that the isotopic composition of 
oxygen, carbon, sulfur, and strontium in the ocean has undergone large fluctua
tions, or "excursions," in the geologic past-fluctuations that have been recorded 
in marine sediments. Because the mixing time in the oceans is about 1000 years or 
less, marine isotopic excursions are considered to be essentially isochronous 
throughout the world. Variations in isotopic composition of sediments or fossils 
allow geochemists to construct isotopic composition curves that can be used as 
stratigraphic markers for correlation purposes. To be useful for correlation, fluctu
ations in isotopic composition must be recognizable on a global scale and must be 
of sufficiently short duration to show up as a shift on isotopic composition curves. 
Also, stratigraphers must be able to fix the relative stratigraphic position of these 
fluctuations in relation to biostratigraphic, paleomagnetic, or radiometric scales. 
Of the various potentially useful isotopes, oxygen isotopes seem most nearly to 
meet these requirements and have proven to be particularly useful for chronos
tratigraphic correlation of Quaternary and late Tertiary sediments. Carbon, sulfur, 
and strontium isotopes are also useful for correlating rocks of certain ages. 

Oxygen Isotopes 

The natural isotopes of oxygen are listed in Table 15.3. Most of the oxygen in the 
oceans occurs as oxygen-16. Oxygen-18 is much rarer (about 0.2 percent of total 
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Relative Isotopic 
abundances (%) 

99.789 
0.037 
0.204 

98.89 
1.11 

95.0 
0.76 
4.22 
0.014 
0.56 
9.86 
7.02 

82.56 

oxygen), but it is present in measurable amounts. The ratio of 180/160 in the 
ocean at any given time in the past is built into contemporaneous marine carbon
ate minerals and the calcium carbonate shells of marine organisms as a permanent 
record of the isotopic composition of the ocean at those times. Fluctuations in oxy
gen isotope ratios in the ocean with time thus show up in the geologic record as 
fluctuations in the isotopic ratios of these marine carbonates and fossils. Classifi
cation of deep-sea sediments on the basis of oxygen isotope ratios in the shells of 
calcareous marine organisms, particularly foraminifers, has given rise to a new 
stratigraphy for Quaternary sediments. This stratigraphic method is commonly 
referred to as oxygen isotope stratigraphy. It was first used by Emiliani (1955), 
who studied the isotopic composition of foraminifers in deep-sea cores and used 
oxygen isotope ratios to subdivide the core sediments. Oxygen isotope stratigra
phy has now developed into a major tool for correlating Quaternary and late Ter
tiary marine successions, as explained below. 

The 180/160 ratio in biogenic marine carbonates reflects both the tempera
ture and the 180/160 ratio of the water in which these carbonates formed. The re
lationships of ocean paleotemperature (T) to oxygen isotopic composition has 
been shown by Shackleton (1967) to be 

T(0C) 16.9 - 4.38(de dw) + 0.10(de dw )2 (15.1) 

where de the equilibrium oxygen isotope composition of calcite and dw = oxygen 
isotope composition of the water from which the calcite was precipitated. The de 
and dw notations refer not to the actual oxygen isotopic abundances in calcite and 
water but to the per mil (parts per thousand) deviation of the 180/160 ratio in cal
cite and water from that of an arbitrary standard. A commonly used standard for 
oxygen isotopes in the past was the University of Chicago PDB standard, where 
PDB refers to a particular fossil belemnite from the Pee Dee Formation of South 
Carolina. More commonly now, the isotope composition of ocean water (Standard 
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Mean Ocean Water, or SMOW) is used as a standard (e.g., Coplen, Kendall, and 
Hopple, 1983). The per mil deviation from the standard, referred to as a1so, is ex
pressed by the relationship 

[ ( 1S0/160)  sample - es0/160) standard] 
a1so = x 1000 (15.2) es0/ 160) standard 

Oxygen isotope stratigraphy is based on the fact that a1so values in biogenic ma
rine carbonates reflect both the temperature and the isotopic composition of the 
water from which the calcite precipitates. These factors are both, in tum, a func
tion of the climate. When water evaporates at the surface of the ocean, the lighter 
160 isotopes are preferentially removed in the water vapor, leaving the heavier 
ISo in the ocean. This isotopic fractionation process thus causes water vapor to be 
depleted of ISO with respect to the seawater from which it evaporates. When 
water vapor condenses to form rain or snow, the water containing heav� oxygen 
will tend to precipitate first, leaving the remaining vapor depleted in so com
pared to the initial vapor. Thus, the precipitation that falls near the coast and runs 
back quickly to the ocean will contain heavier oxygen than that which falls in the 
interior of continents or in polar regions, where it returns more slowly to the 
ocean. The 1so; 160 ratio of precipitates also correlates with the air temperature. 
The colder the air, the lighter the rain or snow (Odin, Renard, and Grazzini, 1982). 
For example, the overall average oxygen isotope composition of seawater is 
--0.28 %o (per mil); however, the precipitation that falls in the crests of the Green
land Ice Sheet is about -35%o and in relatively inaccessible parts of the Antarctic 
Ice Sheet it is as negative as -58 %o . 

The 1s0-depleted moisture that falls in polar regions is locked up as ice on 
land and is thus prevented from quickly returning to the ocean. Because of this re
tention of light-oxlsgen water in the ice caps, the ocean becomes progressively en
riched in lSo as sO-depleted ice caps build up during a glacial stage. Marine 
carbonates that precipitate in the ocean during a glacial stage, particularly bio
genic carbonates such as foraminifers, will be enriched in 1s0 relative to those that 
precipitate during times when the climate is warmer and ice caps are absent, or 
are much smaller, on land. Changes in the a1so content of biogenic marine calcite 
thus reflect changes in the volumes of ice on land and concomitant changes in sea 
leveL That is, sea level drops as ice masses build up on land during glacial e�isodes 
and rises when continental ice masses melt during interglacial stages. The a 80 val
ues of seawater track these changes, becoming higher (more positive values) dur
ing glacial stages when heavy oxygen is concentrated in the ocean and lower (more 
negative) during interglacial stages as melting of polar ice caps returns light-oxy
gen water to the oceans. These principles are illustrated in Figure 15.8. 

Decrease in temperature of the seawater in which biogenic calcite precipi
tates also causes an increase in the a1so values that are built into the calcite. Thus, 
during glacial periods both decrease in temperature of ocean water and changes 
in isotopic composition of ocean water owing to buildup of ice caps on the conti
nents combine to increase the a1so content of biogenic calcites. Conversely, melt
ing of polar ice caps, with consequent return of light-oxygen water to the oceans, 
and increase in ocean temperature will be reflected in a decrease in 81so values in 
marine biogenic carbonates. 

Different kinds of marine organisms tend to incorporate somewhat different 
ratios of oxygen isotopes into their shells (fractionate oxygen isotopes to different 
degrees), as indicated in Figure 15.9. Therefore, to evaluate changes in oxygen iso
topes in the ocean as a function of time requires that we analyze the same kind of 
fossil organism in rocks of different ages. Planktonic foraminifers are the most 
common fossil used in oxygen isotope studies of this kind. 
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Figure 1 5.8 
Schematic i l lustration of the relationship between 
continental glaciation and the o1 80 content of 
ocean water during the last 1 50,000 years. Note 
that o1 80 values become less negative (more 
heavy oxygen) during stages of continental glacia
tion and lowered sea level. [After Williams, D. F., 
I .  Lerche, and W. Fult 1 988, Isotope chronos
tratigraphy-Theory and methods: Academic 
Press, Fig. 30, p. 58. Reproduced by permission.] 

Figure 1 5.9 
Distribution of o180 and o1 3C values in various 
types of marine carbonates. (After Mi l l iman, J .  D., 
1 974, Marine carbonates. Fig. 1 9, p. 33. Reprint
ed by permission of Springer-Verlag.] 
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Figure 1 5.10 
Oxygen-isotope stratigraphy 
of Pleistocene cores from 
Deep Sea Dri l l ing Project 
(DSDP) sites in the Pacific and 
Atlantic oceans. Note the 
n umbered isotope stages, 
which can be correlated from 
one core to another. M/B 
refers to the Matuyama/Brun-
hes polarity chrons. [After 
Wei, W., 1 99 3, calibration of 
upper Pliocene-lower Pleis-
tocene nannofossil events 
with oxygen isotope stratigra-
phy: Paleoceanography, v. 8., 

Oxygen isotopes in sediment cores of late Tertiary to Quaternary age show 
numerous 8180 maxima and minima. Figure 15.10 shows an example of oxygen 
isotope values in three Pleistocene cores from widespread localities in the Pacific 
and Atlantic oceans (Wei, 1993). The numbers on the isotope curves are oxygen 
isotope stage numbers (e.g., Kennett, 1982; Ruddiman et al., 1989; Raymo et al., 
1989). Where available, the magnetostratigraphic chrons are shown also. Once the 
isotope stages in a core have been identified and numbered, they can be correlated 
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to the same isotope stages in other cores across the world ocean. These isotopic 
events appear to be related to the Milankovich orbital-climate cycles discussed in 
Chapter 12. Thus, they provide a record of fourth- and fifth-order cycles that are 
presumably driven by changes in climate related to changes in Earth's orbital para
meters. These orbital changes cause fluctuations in the intensity of solar radiation 
reaching Earth at different latitudes, which, in tum, result in alternate accumula
tion and melting of continental ice sheets, producing rise and fall of sea level. 

Carbon Isotopes 

Carbon-12 and carbon-13 are the nonradioactive isotopes of carbon. Carbon-12 is 
much more abundant than carbon-13 and makes up most of the carbon in seawater 
(Table 15.3). The isotopic 13C/12C ratio can be expressed in terms of per mil deviation 
( 813C)  from the PDB standard, just as oxygen isotope ratios are expressed. The 813C 
values in marine carbonates reflect the 13C/12C ratio of C02 dissolved in deep ocean 
water; this ratio, in tum, reflects the source of carbon in C02• Carbon dioxide dis
solves in the ocean by interchange with the atmosphere, and it is generated also by the 
decay of organic matter that originates both in the ocean and on land. Organisms pref
erentially incorporate light carbon ( 12C ); therefore, carbon dioxide derived from de
caying organic matter is sharply depleted of 13C compared to that derived from the 
atmosphere. Thus, water runoff from the continents (where soil organic matter is 
abundant) brings organic-rich waters with low 13C/12C ratios into the ocean, signifi
cantly lowering the 813C content of surface ocean waters near the continents. (Note 
from Fig. 15.9 the low 813C values in freshwater carbonates deposited in lakes.) 

Another factor that influences the 813C content of ocean water, and thus the 813C 
content in the shells of marine organisms that live in these waters, is the residence 
time of deep-water masses in the ocean. Carbon-13 is depleted in deep-water masses 
that have long residence times near the ocean bottom, owing to oxidation of low-813C 
marine organic matter that sinks from the surface. Oxidation of this low-a13C organic 
matter leads to production of low-a13C dissolved bicarbonate (HC03 -) . Respiration 
by bottom-dwelling organisms also aeparently causes a decrease in a13C of deep bot
tom waters (Kennett, 1982) . If low-aL C bottom water is later circulated to the surface 
in some manner, carbonate-secreting organisms will build this low-a13C isotope ratio 
into their shells. 

The aBc content of ocean water is also related to the primary productivity of 
photosynthesizing marine organisms (e.g., diatoms). During times of high pro
ductivity (large numbers of organisms present), the rate of removal of light carbon 
( 12C )  in C02 by these organisms is high. Selective removal of the light carbon 
causes surface ocean waters to be relatively enriched in Be, resulting in positive 
values of a13C. The light carbon is delivered to the seafloor when organisms die, 
where it is reoxidized (Holser and Magaritz, 1992). During times of low primary 
productivity, this trend is reversed and surface waters tend to have negative a13C 
values. It has been suggested, for example, that the dramatic decrease in aBc val
ues across the Cretaceous-Tertiary boundary (see Fig. 15.11) is the result of marked 
decrease in marine photosynthesizing organisms owing to a catastrophic mete
orite impact (e.g., Hsu et al., 1982). 

Because the aBc in the calcareous shells of marine organisms is a function of 
the aBc content of the waters in which they live, changes in the oBc content of 
fossil marine organisms indicate changes in ocean water masses. Abrupt decreas
es in the a13c in fossil marine calcareous organisms may reflect changes in prima
ry marine productivity, as suggested, or changes in deep ocean paleocirculation 
and upwelling patterns that caused low-aBc deep waters to spread upward and 
outward into other parts of the ocean. Or such decreases may reflect changes in 



544 Chapter 1 5  I Chronostratigraphy and Geologic Time 

44 

48 

52 

-;:: 
_g_ 56 

<ll Ol <( 
60 

64 

68 

0 

o1 3C (%o PDB) 

Site 528 Site 525A 

+ 1  + 2  + 3  + 1  + 2  + 3  +4 

+ 1  + 2  +3 +2 +3 +4 

Site 527 Site 529 

o1 3C (%o PDB) 

Figure 1 5.1 1 
Carbon isotope stratigraphy of bulk carbonate sediments from Deep Sea Drill ing Project 
(DSDP) Sites 525A, 527, 528, and 529 in the Atlantic Ocean about 800 km off the coast of 
Africa. The sites are about 40 to 70 km apart. [After Shackleton, N. ] ., and M.  A. Hall, 1 984, 
Carbon isotope data from Leg 74 sediments, in Moore, T. C., Jr., and P. D. Rabinowitz 
et al., In itial Reports DSDP 74, Washington, U.S .  Gov. Printing Office., Fig. 1 ,  p. 61 4.] 

surface circulation patterns that brought low-813C surface ocean waters from con
tinental margins into deeper basins. Significant increases in the total biomass pro
duced on the continents during any particular geologic time interval could cause 
an increase in runoff of low-813C to the oceans, an increase that may be reflected 
also as an episode of low-813C surface water. Increased rates of erosion of organic
rich sediments, such as dark shales and limestones, on land could produce much 
the same effect of increasing runoff of low-813C in organic matter to the ocean. 
These abrupt changes in circulation patterns or organic carbon runoff from the 
continents may have affected the area of a single ocean basin, such as the Pacific, 
or in some cases the entire ocean. On the other hand, increased rates of sediment 
burial in the ocean may have the opposite effect of removing fine organic matter 
containing low-813C from interaction with seawater. This removal would have the 
effect of increasing o13C in ocean water. Several increases in 813C that took place in 
the middle Miocene between about 12-18 Ma may be associated with exceptionally 
rapid burial of organic carbon and lowered levels of atmospheric C02 (e.g., 
Woodruff and Savin, 1991) .  

Inasmuch as changes in the 813C content of the ocean are reflected in the 813C 
content of marine calcareous organisms, these isotopic events or "excursions" can 
be used for correlation, regardless of their exact causes. For example, several 
major changes in the Tertiary 813C record include (1) a pronounced negative 813C 
event across the Cretaceous-Tertiary boundary, (2) a positive event from the early 



1 5.4 Chronocorrelation 545 

Paleocene into the late Paleocene, and (3) a major a13C decrease across the Pale
ocene-Eocene boundary (Fig. 15.11) .  There is also a gradual but significant a13c 
deterioration from the mid-Miocene to the Pleistocene (e.g., Williams, Lerche, and 
Full, 1988, p. 54). Many smaller-scale fluctuations in the Tertiary a13C record are 
also present. These carbon isotopic excursions are essentially synchronous events 
that can be correlated over wide areas of the ocean in DSDP and ODP cores. 
Major carbon isotope events are also present in the older sedimentary record. 
For example, large changes in carbon isotope content of carbonates have been 
measured at the Precambrian/Cambrian boundary and the Permian/Triassic 
boundary (Magaritz, 1991) .  

Sulfur Isotopes 

Sulfur has four stable isotopes (Table 15.3); sulfur-32 is the most abundant, fol
lowed by sulfur-34. The 34S/32S ratio is used in most stratigraphic studies involv
ing sulfur isotopes and is expressed in terms of a34S, which is per mil deviation of 
the 34S/32S ratio relative to a meteorite standard, troilite (a FeS mineral) from the 
Canyon Diablo meteorite. Figure 15.12 shows the a34S values in various materials 
relative to the Canyon Diablo standard (CDT). 

The major means of sulfur isotope fractionation in the oceans is bacterial re
duction of sulfate ( S04

2- )  in seawater to sulfides (H2S, Hs- , HS04 -) . Bacterial re
duction of dissolved seawater sulfate at the sediment-seawater interface causes 
isotopic fractionation of the sulfate, thus enriching the remaining seawater sulfate 
in a34S by about +20%o and depletion in the reduced sulfide by about -9%o (e.g., 
Schopf, 1980; Canfield, 2001). Precipitation of evaporites from dissolved marine 
sulfates introduces an additional fractionation ( � + 1 .65 %o), causing the a34S of 
evaporites to be higher than that of dissolved marine sulfates. Other minor factors 
that can influence the a34S content of seawater include oxidation of bacterial 
which produces sulfates depleted of 34S relative to original sulfates, and local em
anations of sulfate or sulfide through volcanic activity. 

Marine sulfates in the present ocean have a mean a34S of about +21 %a , 
however, the a34S of ancient marine evaporites ranges from about + 10 to +30 
(Fig. 15.13). On the basis of sulfur isotope ratios in ancient evaporite deposits, it 
appears that the sulfur isotope ratios in the surface waters of the world ocean have 
undergone major changes, or excursions, at various times. These major excursions 
are characterized by sharp rises in a34S in the surface waters of the world ocean fol
lowed by significant drops. The early Paleozoic exhibits high a34S levels, indicative 

I Canyon Diablo meteorite 
(standard) 

Marine sulfates, recent 

Marine sulfates, ancient 

� Seawater sulfate 

(2j Rainwater sulfate 

- Sedimentary sulfides 

� 40 � 30 � 20 � 1 0  0 1 0  20 30 40 

Figure 1 5.12 

a34S values of marine sulfates shown rela
tive to that of the Canyon Diablo mete
orite. Values for seawater sulfate, rainwater 
su lfate, and sedimentary su lfides are shown 
for comparison. [Data from Degens, 1 965.] 
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of a high net flux of sulfide from ocean to sediments; 8345 drops to a minimum in 
the Permian, and it returns to intermediate levels in the Mesozoic (Holser, Maga
ritz, and Wright, 1986). Many of these sulfur isotope excursions appear to have af
fected the ocean worldwide. 

Chemical events characterized by sharply increased 8345 may be caused by 
catastrophic mixing of deep 345-rich brines with surface waters. Brines generated 
by evaporite deposition are stored in deep basins. Underneath the brines, bacteri
al reduction of sulfates to form pyrite builds up a store of brine heavy in sul
fate. Catastrophic mixing of these 345--rich brines with surface waters, owing to 
destruction of the storage basin by tectonism, causes a sharp rise in the 8345 of sur
face ocean waters and consequently in the evaporite deposits formed from these 
surface waters (e.g., Holser, 1977; 1984). Gradual decrease in the 8345 of surface 
ocean waters with time after a catastrophic event is attributed to on-land erosion 
of predominantly sulfide materials into the ocean in an amount that exceeds evap
orite deposition (e.g., Claypool et al., 1980). 

In any case, these sulfur isotope excursions con.<>titute a sulfur isotope age 
curve because each catastrophic chemical event occurred within a very short in
terval of geologic time. Each major event thus represents a synchronous strati
graphic marker that can be correlated in marine evaporite deposits from one area 
to another. Some of the events can be correlated on a global basis. Thus, they pro
vide an important method for international chronostratigraphic correlation of 
evaporite deposits, which commonly cannot be correlated by other means because 
they do not contain fossils or other datable materials. On the other hand, only a 
few well-defined, correlatable points are present on the sulfur-isotope curve; thus, 
sulfur isotopes are less useful overall for correlation purposes than are oxygen and 
carbon isotopes. 
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Strontium has four principal isotopes (Table 15.3), of which 87Sr and 86Sr are of 
concern here. The relative abundances shown in Table 15.3 are somewhat variable 
because 87Sr is the daughter product of the radiogenic isotope 87Rb (Table 15.3), as 
previously discussed. The present-day quantity of 87Sr is thus a fraction of the ini
tial amount of 87Sr in Earth plus the amount of radiogenic 87Sr generated from 
decay of 87Rb through time (Veizer, 1989). 

The amount of strontium in the ocean is derived by three mechanisms and 
from three sources: ( 1) leaching of strontium from basaltic rocks owing to hy
drothermal circulation at mid-ocean ridges (see discussion in Chapter 1), (2) 
weathering of continental rocks and delivery to the ocean in river water, and (3) 
diffusion of strontium from carbonate sediments caused by recrystallization dur
ing burial diagenesis (McArthur, 1998). Because the 87Sr/86Sr ratio in each of these 
sources is different, different ratios of 87Sr /86Sr are thus furnished to the ocean. 
Strontium in river runoff has the highest 87Sr/86Sr ratio; strontium derived by hy
drothermal circulation has the lowest. Weathering and river-runoff furnish the 
greatest quantity of strontium; hydrothermal circulation at ridge crests is second 
in importance. 

The strontium isotope ratio of ocean water is constant throughout the ocean 
at any given time but has varied through time owing to variations in strontium 
contributed by these three processes. Variations in mid-ocean ridge volcanism and 
the effects of changing world climates on weathering and river flow have exerted 
the most important controls. Strontium is removed from the oceans by coprecipi
tation with calcium in calcium carbonate minerals. Therefore, analysis of marine 
carbonates of various ages allows the strontium isotope composition of the ocean 
through time to be determined. 

Figure 15.14 shows variations of the 87Sr /86Sr ratio of Phanerozoic-age ma
rine carbonates, reflecting variations in these isotope ratios in ocean water since 
Precambrian time owing to changing proportions of strontium contributed to the 
ocean from different sources. Note a general decrease in 87Sr /86Sr ratios of the 
ocean from Precambrian time until the Jurassic, with several pronounced excur
sions of lowered ratios (e.g., Ordovician, Devonian, Mississippian, Permian/Trias
sic). A general increase in the ratio since Jurassic time is evident from Figure 15.14. 

Strontium isotope data can be reported in terms of deviation from a stan
dard, as in the case of oxygen, carbon, and sulfur isotopes (McArthur, 1998; Veiz
er, 1989); however, many research results appear to be reported simply as 87Sr/86Sr 
ratios. Isotope ratios can be used to establish correlation by findin� horizons with
in two different stratigraphic sections that have identical 87Sr I 6Sr ratios (Fig. 
15.15). Because more than one point on the strontium-isotope curve (Fig. 15.14) 
can have the same 87Sr/86Sr value, independent evidence must be available (e.g., 
fossils, magnetostratigraphic data, regional geologic age relationships) to show 
that the two horizons are approximately of equivalent age. Once correlation has 
been established, it is possible to determine the numerical age (in millions of 
years) of the correlation points from the isotopic age curve shown in Figure 15.14 
(Faure, 1982; McArthur, 1994, 1998). 

Correlation by strontium isotopes has been applied with particularly good 
results to some Tertiary formations. For example, Depaolo and Finger (1988) use 
strontium isotopes to correlate marine sediments of the Miocene Monterey For
mation of California at resolutions comparable to those of biostratigraphic meth
ods. By correlating the 87Sr/86Sr ratios in these sediments with the strontium 
isotope vs. time curve for seawater derived from Deep Sea Drilling Program 
(DSDP) coreholes in the southwestern and central Pacific, these authors deter
mined ages with resolutions ranging from <0.1 to 2.5 Ma. See Bralower et al. 
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Figure 15.14 
Variations of 87Sr/86S r  of seawater during Phanero
zoic time. [After Veizer, J . ,  1 989, Strontium isotopes 
in seawater through time: Annual Review Earth and 
Planetary Sciences, v. 1 7, Fig. 9., p. 1 5 7. Reproduced 
by permission.] 

(1997) for an application to Cretaceous deep-sea sediments recovered during 
DSDP and Ocean Drilling Program (ODP) coring. 

Problems with Isotopic Chronocorrelatlon 

The field of stable isotope geochemistry is very complex; many questions remain 
with regard to the validity of observed oxygen, carbon, sulfur, and strontium iso
tope excursions in the geologic record and use of these excursions in chronocorre
lation. A discussion of these problems and the details of correlation by stable 
isotopes is outside the scope of this book. Additional information on this subject is 
available in several of the publications listed at the end of this chapter. 
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16.1 I NTRODUCTION 

Preceding chapters of this book introduce the fundamental principles of sedi
mentology and stratigraphy. I have reviewed in those chapters the basic 
processes that generate sedimentary rocks; discussed the physical, chemical, 

and biological properties of these rocks; and described the various environments 
in which they accumulate. Further, I have emphasized those properties of sedi
mentary rocks that can be used to subdivide strata into meaningful stratigraphic 
units on the basis of lithology, seismic reflection characteristics, magnetic polarity, 
fossil content, and age. 

Geologists study sedimentary rocks to develop a critical understanding of 
their geologic history or to evaluate their economic potential. Effective study re
quires utilization of all the sedimentological and stratigraphic principles dis
cussed in this book. Because most sedimentary rocks were deposited in basins, it 
is common to refer to such detailed, integrated study as basin analysis. The con
cept of basin analysis, which goes back to the 1940s, is attributed to one of geolo
gy's most famous sedimentologists, Francis Pettijohn (Kleinspehn and Paola, 
1988). Basin analysis has been defined in somewhat different ways (e.g., Potter 
and Pettijohn, 1977, p. 1; Allen and Allen, 1990; Miall, 2000, p. 3; Klein, 1987); how
ever, the common theme that emerges from all of these points of view is that basin 
analysis is an integrated program of study that involves application of sedimento
logic, stratigraphic, and tectonic principles to develop a full understanding of the 
rocks that fill sedimentary basins for the purpose of interpreting their geologic 
history and evaluating their economic importance. 

During the earlier years of geologic study from about 1860--1960, most geol
ogists regarded marine basins as mainly linear troughs, called geosynclines, in 
which great thicknesses of predominantly shallow-marine deposits accumulated 
owing to continued subsidence of the geosynclines (see review by Dott, 1974). 
With the emergence of the plate tectonics concept in the late 1950s and early 1960s, 
geological thinking shifted away from geosynclines. Today, geologists recognize 
that there are many kinds of basins and many different mechanisms by which 
basins form. Under the general rubric of basin analysis, geologists are concerned 
about the global tectonic controls that create basins and the geologic controls (e.g., 
sea-level changes, sediment supply, basin subsidence) that govern basin filling. 
Some of these factors are discussed in preceding chapters. 
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In this final chapter, attention is focused particularly on the different kinds of 
basins that we now recognize, the processes that form these basins, the processes 
that bring about filling of basins, and the nature of the fills. Brief discussions of the 
methods used to carry out basin analysis and the applications of basin analysis are 
also included. 1his chapter rounds out the text coverage by providing an overall 
perspective regarding the integrated nature of sedimentologic, environmental, 
and stratigraphic synthesis. 

16.2 MECHANISMS OF BASIN FORMATION (SUBSIDENCE) 

A sedimentary basin is a depression of some kind capable of trapping sediment. 
Subsidence of the upper surface of the crust must take place to form such a de
pression. Mechanisms that can generate sufficient subsidence to create basins in
clude crustal thinning, mantle-lithosphere thickening, sedimentary and volcanic 
loading, tectonic loading, subcrustal loading, asthenopheric flow, and crustal den
sification (Dickinson, 1993). A brief explanation of each of these mechanisms is 
given in Table 16. 1 .  

Note in Table 16.1 that isostatic compensation is an important aspect of sed
imentary and volcanic loading. The concept of isostasy assumes that local com
pensation of the crust occurs as if Earth consists of a series of free-floating pistons. 
Adjacent blocks of crust of different thickness and I or density structure will have 
different relative relief (Angevine, Heller, and Paola, 1990). Thus, adding a load to 
the crust (e.g., filling a basin with sediment) causes subsidence; removing a load 
(e.g., erosion of the crust) causes uplift. It follows from this premise that a basin 
originally filled with water will be deepened by the sediment load as the basin 
gradually accumulates sediment. In addition to the effects of loading, flexing of 
the crust also occurs, to various degrees depending upon the rigidity of the un
derlying lithosphere, as a result of tectonic forces: overthrusting, underpulling, 
underthrusting of dense lithosphere. Finally, thermal effects (e.g., cooling of lithos
phere, increase in crustal density caused by changing temperature/pressure con
ditions) may also be important in basin formation. 

Crustal thinning: 

Mantle-lithospheric 
thickening: 

Sedimentary and 
volcanic loading: 

Tectonic loading: 

Subcrustal loading: 

Asthenospheric flow: 

Crustal densification: 

Extensional stretching, erosion during uplift, and magmatic 
withdrawal 

Cooling of lithosphere following either cessation of stretching 
or heating due to adiabatic melting or rise of asthenospheric 
melts 

Local isostatic compensation of crust and regional lithospheric 
flexure, dependent on flexural rigidity of lithosphere, during 
sedimentation and volcanism 

Local isostatic compensation of crust and regional lithospheric 
flexure, dependent on flexural rigidity of underlying 
lithosphere, during overthrusting and/ or underpulling 

Lithospheric flexure during underthrusting of dense 
lithosphere 

Dynamic effects of asthenospheric flow, commonly due to 
descent or delamination of subducted lithosphere 

Increased density of crust due to changing pressure/ 
temperature conditions and/ or emplacement of 
higher-density melts into lower-density crust 

Source: Dickinson, 1993; Ingersoll and Busby, 1995. 
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Geologists, particularly petroleum geologists searching for oil and gas, are 
commonly interested in developing an understanding of the history of basin sub
sidence to determine the relative importance of the various basin-subsiding mech
anisms. Subsidence history is often studied by means of backstripping, which 
attempts to remove the effects of sedimentation in order to analyze the manner in 
which a basin would have subsided if sediments had not been deposited (e.g., 
Slingerland, Harbaugh, and Furlong, 1994, p. 12; Watts, 1981). The results of back
stripping are generally displayed in geohistory diagrams, such as that shown in 
Figure 16 .1 .  These diagrams allow the effects of sediment loading to be distin
guished from those owing to tectonic subsidence. Data required to carry out geo
history analysis include a stratigraphic column showing present-day thickness of 
stratigraphic units, types of lithologies, ages of stratigraphic horizons, estimated 
water depths at the sedimentation site at the time of deposition (paleodepth), and 
sediment porosity (Angevine, Heller, and Paola, 1990). In constructing geohistory 
diagrams, a correction must be made for sediment compaction. The relative im
portance of the basin subsidence mechanisms listed in Table 16 .1  to the formation 
of different kinds of sedimentary basins (discussed in the succeeding section) is 
indicated schematically in Figure 16.2. 

16.3 PLATE TECTONICS AN D BASINS 

I have made numerous references throughout this book regarding the effects of 
tectonics on sedimentation patterns and stratigraphic characteristics. Plate tecton
ics provides a first-order control on sedimentation through its influence on the 
sediment source area. The kinds of basins in which sediments accumulate are also 
directly related to tectonic processes (e.g., Frostick and Steel, 1993; Ingersoll and 
Busby, 1995; Miall, 2000, Chapter 7). For example, some basins form as a result of 
tectonic processes that produce faulting; others are sag basins created by crustal 
cooling and subsidence or other tectonic processes. In any case, tectonic forces 
control the shape, and location of the basins. Tectonic processes, together 
with sediment loading, further determine the rate of basin subsidence and thus 
the space available (accommodation) for sediment accumulation. 

Plate-tectonic processes bring about major changes in continental masses 
and ocean basins through time. Continents break up and drift apart to create 



Dominant Important Minor 

I 
Basin Types 

Terrestrial Rift Valleys 

Proto-Oceanic Rift Troughs 

Continental Rises and Terraces 

Continental Embankments 
UJ � Intracratonic Basins 

a.. Continental Platforms 
� 
1-
z 

Active Ocean Basins 

Oceanic Islands, Aseismic Ridges/Plateaus 

Dormant Ocean Basins 

Trenches 

Trench-Slope Basins 

Forearc Basins 

� Intra-arc Basins 
UJ 
C9 Backarc Basins 
a: 
� Retroarc Foreland Basins 
z 8 Remnant Ocean Basins 

Peripheral Foreland Basins 

Piggyback Basins 

Foreland Intermontane Basins 

1 6.3 Plate Tectonics and Basins 553 

Subsidence Mechanisms :;: () c: 
·c: Cll 0 0 
Ql c:: ii � "C Ol  Cll '6 s::. Cll c:: c: c:: ttl () () 
� .� ro :o  'g .9 't:: '+= 
O c:: c ro Ql ·r.;; 

0 s::. c:: S::. (l) ro O ..J til Q. Ql :t::::: ..:::£ ..,. ..J 
..J (.)  c:: u () 'Iii (/) 0 0 

til ch :C Ql ·- ·c: :::J c: til E c:: .... 'Iii :;:; I- ·- ttl 0 () Ql 'Iii c: "0 .2  0 ..a s::. :::J ttl � 
:::J .... &> �  f!! :::J .... () :::E ([) () 

_ _  _l 
Figure 16.2 Transtensional Basins 

Transpressional Basins 

Transrotational Basins 

Intracontinental Wrench Basins 
0 a: Aulacogens 

� lmpactogens 
I 

Successor Basins 

I 1 Suggested subsidence mecha
nisms for a l l  kinds of sedimentary 
basins. [From Ingersoll, R. V., and 
C.  J .  Busby, 1 995, Tectonics of 
sedimentary basins, in Busby, C. 
)., and R .  V. Ingersoll (eds.), Tec
tonics of sedimentary basins: 
Blackwell Science, Cambridge, 
Mass., Fig. 1 . 1 ,  p. 8.] 

ocean basins as much as 500 km wide, which can subsequently close again as 
ocean-floor crust is subducted in trenches. The opening and closing of an ocean 
basin is referred to as a Wilson cycle (after Wilson, 1966). Wilson cycles begin with 
the formation of rift basins (floored by continental crust), which subsequently 
evolve into proto-oceanic troughs (partially floored by oceanic crust), and eventu
ally into ocean basins, floored by oceanic crust and bordered by passive continen
tal margins. After tens of millions of years or more, subduction zones develop 
around the ocean margins and the ocean begins to close. Closure culminates with 
continental collision and the formation of an orogenic belt. The entire process of 
basin formation and destruction requires perhaps 50 to 150 million years. The ge
ologic record suggests that there have been many Wilson cycles in the history of 
each continent. Thus, few sedimentary basins remain unchanged with time, or in 
fixed positions, except perhaps some basins located on cratons well within conti
nental margins. 
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During the opening phases of a Wilson cycle, tectonic plates are moving apart 
(by rifting) to form divergent (passive) continental margins. The closing stages of 
a Wilson cycle are characterized by plates moving toward each other, as oceanic 
crust is subducted (consumed) in trenches. Continental margins formed during a 
stage of ocean closing are called convergent (active) margins. During opening or 
closing of an ocean basin, some parts of plates may slide past each other without ei
ther diverging or converging. Such a setting is referred to as a transform margin. 
During a Wilson cycle, various kinds of sedimentary basins form in divergent, con
vergent, and transform settings, as well as in intraplate settings. 

16.4 KIN DS OF SEDIMENTARY BASINS 

We now recognize that the origin of sedimentary basins is related in some way to 
crustal movements and plate-tectonics processes. Several tectonic classifications 
for basins have been proposed (e.g., Dickinson, 1974; Bally and Snelson, 1980; 
Kingston, Dishroon, and Williams, 1983; Mitchell and Reading, 1986; Klein, 1987; 
Ingersoll, 1988; Ingersoll and Busby, 1995). Ingersoll and Busby (1995) point out 
that sedimentary basins can form in the four types of tectonic settings discussed 
above (divergent, intraplate, convergent, transform) as well as in some hybrid set
tings (Table 16.2). Different kinds of basins are recognized within these various 
settings on the basis of (1) the type of crust on which the basins rest, (2) the posi
tion of the basins with respect to plate margins, and (3) for basins lying close to a 
plate margin, the type of plate interactions occurring during sedimentation (e.g., 
Dickinson, 1974; Miall, 2000, p. 468). Detailed discussion of all of these kinds of 
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Divergent Settings 

Intraplate Settings 

Terrestrial rift valleys: 

Proto-oceanic rift troughs: 

Continental rises and terraces: 

Continental embankments: 

Intracratonic basins: 

Continental platforms: 

Active ocean basins: 

Oceanic islands, aseismic 
ridges and plateaus: 

Rifts within continental crust commonly associated with 
bimodal volcanism. Modern example: Rio Grand Rift 
(New Mexico). 

Incipient oceanic basins floored by new oceanic crust 
and flanked by young rifted continental margins. 
Modern example: Red Sea. 

Mature rifted continental margins in intraplate settings 
at continental-oceanic interfaces. Modern example: East 
coast of USA. 

Progradational sediment wedges constructed off edges 
of rifted continental margins. Modern example: 
Mississippi Gulf Coast. 

Broad cratonic basins floored by fossil rifts in axial 
zones. Modern example: Chad Basin (Africa). 

Stable cratons covered with thin and laterally extensive 
sedimentary strata. Modern example: Barents Sea (Asia). 

Basins floored by oceanic crust formed at divergent plate 
boundaries unrelated to arc-trench systems (spreading 
still active). Modern example: Pacific Ocean. 

Sedimentary aprons and platforms formed in 
intraoceanic settings other than magmatic arcs. Modem 
example: Emperor-Hawaii seamounts. 



Convergent Settings 

Transform Settings 

Hybrid Settings 

Dormant ocean basins: 

Trenches: 

Trench-slope basins: 

Fore-arc basins: 

Intra-arc basins 

Back-arc basins: 

Retro-arc foreland basins: 

Remnant ocean basins: 

Peripheral foreland basins: 

Piggyback basins: 

Foreland intermontane basins 
(broken forelands): 

Transtensional basins: 

Transpressional basins: 

Transrotational basins: 

Intracontinental wrench basins: 

Aulacogens: 
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Basins floored b y  oceanic crust, which i s  neither 
spreading nor subducting (no active plate boundaries 
within or adjoining basin). Modem example: Gulf of 
Mexico. 

Deep troughs formed by subduction of oceanic 
lithosphere. Modem example: Chile Trench. 

Local structural depressions developed on subduction 
complexes. Modem example: Central America Trench. 

Basins within arc-trench gaps. Modern example: 
Sumatra. 

Basins along arc platform, which includes superposed 
and overlapping volcanoes. Modern example: Lago de 
Nicaragua. 

Oceanic basins behind intraoceanic magmatic arcs 
(including interarc basins between active and remnant 
arcs), and continental basins behind continental-margin 
magmatic arcs without foreland fold-thrust belts. 
Modern example: Marianas. 

Foreland basins on continental sides of 
continental-margin arc-trench systems (formed by 
subduction-generated compression and/ or collision). 
Modern example: Andes foothills. 

Shrinking ocean basins caught between colliding 
continental margins and/ or arc-trench systems, and 
ultimately subducted or deformed within suture belts. 
Modern example: Bay of Bengal. 

Foreland basins above rifted continental margins that 
have been pulled into subduction zones during crustal 
collisions (primary type of collision-related forelands). 
Modern example: Persian Gulf. 

Basins formed and carried atop moving thrust sheets. 
Modern example: Peshawar Basin (Pakistan). 

Basins formed among basement-cored uplifts in foreland 
settings. Modern example: Sierras Pampeanas basins 
(Argentina). 

Basins formed by extension along strike-slip fault 
systems. Modern example: Salton Sea (California). 

Basins formed by compression along strike-slip fault 
systems. Modern example: Santa Barbara Basin 
(California) (foreland). 

Basins formed by rotation of crustal blocks about 
vertical axes within strike-slip fault systems. Modern 
example: Western Aleutian fore-arc (?). 

Diverse basins formed within and on continental crust 
owing to distant collisional processes. Modern example: 
Quaidam Basin (China). 

Former failed rifts at high angles to continental margins, 
which have been reactivated during convergent 
tectonics, so that they are at high angles to orogenic 
belts. Modern example: Mississippi Embayment. 
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Impactogens: Rifts formed at high angles to orogenic belts, without 
preorogenic history (in contrast with aulacogens). 
Modern example: Baikal Rift (Siberia) (distal). 

Successor basins: Basins formed in intermontane following 
cessation of local orogenic or taphrogenic activity. 
Modern example: Southern Basin and Range (Arizona). 

Basin classification-modified after Dickinson, 197 4, 1976, and Ingersoll, 1988. Source: Ingersoll, R. V., and C. J. Busby, 1995 Tectonics of sedimentary 
basins, in Busby, C. J., and R. V. Ingersoll (eds.), Tectonics of sedimentary basins: Blackwell Science, Table 1.1, p. 3, Table 1.2, p. 5. Reproduced by permission. 

Figure 16.3 
Schematic representation of 
selected kinds of tectonical
ly formed basins. [After 
Dickinson and Yarborough, 
1 976; Kingston, Dishroon, 
and Wil l iams, 1 983; 
Mitchell and Reading, 
1 986; Einsele, 1 992; Inger
soll and Busby, 1 995.] 

basins is beyond the scope of this book; however, a few of the more interesting and 
important types of basins are illustrated schematically in Figure 16.3 and further 
discussed below. Interested readers should consult Busby and Ingersoll (1995), 
Einsele (2000), and Miall (2000) for additional insight. 
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Basins in Divergent Settings 

Divergent tectonic settings are regions of Earth where tectonic plates are separat
ing. These regions are characterized by extensional (stretching) features. Examples 
of extension include seafloor spreading along mid-ocean ridges and the stretching 
and downfaulting of continental crust to form grabens. Basins form in divergent 
settings owing to crustal thinning as well as to sedimentary and volcanic loading 
and crustal densification (Fig. 16.2). 

The early stages of rifting are characterized by breaking of the crust and 
down dropping of blocks to form fault grabens called terrestrial rift valleys. Rifts 
(Fig. 16.3A) are narrow, fault-bounded valleys that range in size from grabens a 
few kilometers wide to gigantic rifts such as the East African Rift System, which is 
nearly 3000 km long and 30-40 km wide. Rifts result from a thermal event of some 
kind that causes extension or spreading within continental crust. The East African 
Rift System (Fig. 16.  4A) is an example of a young rift zone. Different stages in the 
development of the rift are illustrated in Figure 16.4B. The East African Rift is 
filled mainly with volcanic rocks; however, a great variety of sedimentary envi
ronments can exist within rifts, ranging from nonmarine (fluvial, lacustrine, 
desert) to marginal marine (delta, estuarine, tidal flat) and marine (shelf, subma
rine fan) . Thus, the deposits of rift basins can include conglomerates, sandstones, 
shales, turbidites, coals, evaporites, and carbonates. Many ancient rift systems are 
known from Asia, Europe, Africa, Arabia, Australia, North America, and South 
America (e.g., Sengor, 1995; Leeder, 1995; Ravm'is and Steel, 1998). They occur in 
many tectonic settings (Sengor, 1995) but are particularly common in divergent 
settings. 

As opening of an ocean proceeds, continued extension within continental 
crust leads to additional thinning of the crust and eventually rupturing, allowing 
basaltic magma to rise into the axis of the rift and begin the process of forming 
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Figure 16.4 
Map (A) showing the surface 
configuration of the East 
African Rift Zone and cross 
sections (B) i l lustrating  
stages in  evolution of the rift 
from late Miocene through 
the Quaternary. The rift is 
floored by volcanic rocks 
and volcaniclastic detritus. 
[From Einsele, G., 1 992, 
Sedimentary basins, F ig.  
1 2.4, p. 434. Reprinted by 
permission of Springer-Ver
lag, Berl in.] 
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AFRJCA 

Figute 16.5 
V1e\•1 or the Red Sea, lying between northeJstem .O.frica and Sauo1 Aru.bia, from Apollo 1 7  
illfCtclfL NASA phvtograph, download�d from the I n ternet 6/26/04 

ne1.v O�E!JnlC Cm�t. TIH1.S, krrestria l rift Valleys gr.�dua!Jy ('VOIVe in tn protO·Ocean
jc rift t-roughs. rruto-oceanic rift!:> are llomed (<� t least L n  part) b�· ucean ic  crust and 
fl;mked by �ioung ri fled continent�! m<rq;tns. Tite Red Se,-, [Fig. 1 o. 3) is  the best 
modt:<rn :tn<�.log of a proto-oceanic rift. Tbe l�t..>d Sea, wh.iJ, l ie:; between northeast
ern AfnLil and Saudi Arabia, is 21)00 km long, is more lhaJ) 200 km wide in places, 
and has 0 11  :-�xi.1l zone about 50 km v,·ide with some axial deFp" that extend �o 
more th.'tn 3 k m .  

The axial region i::, floored by younb 1, �� .3 m._y. )  oce:w1ic cru,t in lhf� !:iLJUthern 
th i rd of the Red Sea . The shelv� of the se,, art? underlai n by stretched continental 
ernst in cenLTal <'l.reas but by an abrupt oce<nt-conti.nental crust tTonsitic)n in the 
:north ( L�e�h�t� J 999, p. 511 ) .  1 o th� ��xLth, the Red Sert in ter�ts the slow-spreildi.ng 
C L 1lf ot Adt>n dft. The extension that formed the Re d Seil started in m iddle Ter
tiary. Early sedimenl,1tion that accomp,ln.icd rifting was c.h.1ractedzed b\- dl?\'e1C1p
munt of ma rginal a l l uvial fans and ian del t.ls, ns weH as near�hore sedimentatinn 
rn both f.il rckh1stic ilnd CMbon.uk e n v i ronnlcnts. During rv1wccn.e lime, signi ficilnl 
�h ickncss� of E'\'apnrites were dep('l.:.ited as -1 rc.�11Jl of periodic i:=.o!a!ion of the 
trough. Condi tions rt•turned to norm.:1l ::c-o li.n i L ie� l.n f'l iOCl'ne ti.nlE'�. Boloc:r:.ne Sl·d.i
rncntdiJnn was parti ... -ul-ar!y chardctt•riLcd by dcpusltinn of foram-p!C'rop( ld �cal
\.�ttou�) ooze-s. 

Basins in Intraplate Settings 

Onu:! :Ut oc:ea..n bilS.i.u has opene,J fully during d Wilson cycle, :>ed i mC>nl.:t . .ry basins 
mov 'be �·n.�rH i n  a \'ariety o( S�.:Hlngs along the rn�ngin and wHhin bo�h ...:ontinental 
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and oceanic plates. Continental margins formed during opening of an ocean are 
called passive margins (lacking significant seismic activity). Continental crust is 
commonly thinned on passive margins and a zone of transitional crust is present 
between fully continental crust and fully oceanic crust (Fig. 16.3B). Thus, sedi-
ments may be deposited in settings floored by wholly continental crust, transi-
tional crust, or wholly oceanic crust. 

Intraplate Basins Formed on Continental - Transitional Crust 

Continental platforms are stable cratons covered by thin, laterally extensive sedi
mentary strata. Basins developed on these stable platforms are referred to as cra
tonic basins. They are commonly bowl shaped (ovate), and they are generally 
filled with Paleozoic and Mesozoic sediments that formed under shallow-water 
conditions. Sediments can include shallow marine sandstones, limestones, and 
shales, as well as deltaic and fluvial sediments. The sediments commonly thicken 
toward the basin centers where they may attain thicknesses of 1000 m or more. 
The North American craton is an example of a major continental platform marked 
by numerous cratonic basins (Fig. 16.6). These basins filled with sediment ranging 
in age from Paleozoic to Mesozoic (Sloss, 1982) . 

Several different kinds of basins may form in cratonic settings. Intracratonic 
basins (Fig. 16.3C) are broad basins floored by fossil rifts in axial zones. They are 
relatively large, commonly ovate downwarps that occur within continental interi
ors away from plate margins. Subsidence in intracratonic basins may be due largely 
to mantle-lithosphere thickening and sedimentary or volcanic loading (Fig. 16.2), 
however, several other causes have also been proposed, such as crustal thinning 
(e.g., Klein, 1995). The presence of fossil rifts beneath intracratonic basins, such as 
the Michigan Basin, suggests some crustal thinning and possibly crustal densifica
tion. Some intercratonic basins are filled with marine siliciclastic, carbonate, or 
evaporite sediment deposited from epicontinental seas; others contain nonmarine 
sediments. Ancient North American intracratonic basins include the Hudson Bay 
Basin (Canada), Michigan Basin, Illinois Basin, and Williston Basin (Fig. 16.6, 
16.7) .  Ancient intracratonic basins on other continents include the Amadeus Basin 
of Australia; the Parana Basin in southern Brazil, Paraguay, northeast Argentina, 
and Uruguay; the Paris Basin in France; and the Carpentaria Basin in Australia 
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Figure 16.6 
Late Mississippian-Early juras
sic cratonic basins on the 
North American (mainly USA) 
craton. The M ich igan, I l l inois, 
and Wil l iston Basins are in
tractatonic basins. [After 
Sloss, 1 982, The M idconti
nent provinces: United States, 
in Palmer, A. R. (ed.), Perspec
tives in regional geological 
synthesis: D-NAG Special 
Publ. 1 ,  Geological Society of 
America, Fig. 3, p. 36. Repro
duced by permission.] 
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Figure 16.7 
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Schematic cross section of four in
tracratonic basins in  North America. 
The locations of the cross sections are 
shown in the inset map. The terms 
Zuni, Absaroka, Kaskaskia, Tippecanoe, 
and Sauk refer to depositional se
quences identified on the craton (Sloss, 
1 982). [From Leighton and Kolata, 
1 990, Selected interior cratonic basins 
and their place in  the scheme of global 
tectonics, in Leighton, M.  W., et a l .  
(eds.), Interior cratonic basins: MPG 
Memoir 5 1 ,  F ig 35.9, p. 743. Repro
duced by permission.] 
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(Klein, 1995; Leighton et al., 1 990). The Chad Basin in Africa is an example of a 
modern intracratonic basin. 

Not all basins that form on cratons are intracratonic basins, as defined in 
Table 16.2. Some of the North American basins shown in Figure 1 6.6, for example, 
formed by mechanisms other than rifting. The Paradox basin formed by strike-slip 
(compressional) processes. Several other basins (e.g., Oquirrh, Denver, Appalachi
an) are foreland basins, whose origins are related to collisional (compressional) 
events (G. D. Klein, personal communication, 2004) . The Anadarko Basin may be 
an aulacogen. [These various kinds of basins are discussed subsequently.] 

Continental rises and terraces are features characterized by enormous wedges 
of sediment botmded on the seaward side by the gently sloping continental slope 
and rise. A structural discontinuity is present beneath the terrace-rise system be
tween normal continental crust and modified or transitional crust (Fig. 1 6.3B). These 
rises and terraces are the consequence of continental rifting within passive margins 
initiated along divergent plate boundaries (Bond, Kominz, and Sheridan, 1995). 
Sediments accumulate in several parts of the terrace-rise system-shelf, slope, and 
continental rise at the foot of the slope. Sediments deposited in this setting can in
dude shallow neritic sands, muds, carbonates, and evaporites on the shelf; 
hemipelagic muds on the slope; and turbidites on continental rises. Thick prisms of 
sediment may accumulate owing to long-continued subsidence, which may . be 
caused by deep crustal metamorphism (causing increase in density of lower crustal 
rocks), crustal stretching and thinning, and sediment loading. 
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Sedimentation on continental terraces and rises occurs after continental rift
ing is completed and a new basin has begun to form by seafloor spreading (Bond, 
Kominz, and Sheridan, 1995) . The basin is locked into a relatively stable interplate 
position at the edge of the rifted continent. Good examples of such basins are the 
basins located off the eastern United States and the southeastern Canada coast 
(Blake Plateau Basin, Carolina Trough, Baltimore Canyon Trough, Georges Bank 
Basin, Nova Scotian Basin; Figure 1 6.8) which were created in late Triassic to early 
Jurassic time by rifting accompanying the breakup of Pangaea (Manspeizer, 1988). 
Some of these basins were isolated from the sea and accumulated thick deposits of 
arkosic clastic sediments and lacustrine deposits, intercalated with basic volcanic 
rocks. Others, with some connections to the sea, accumulated deposits ranging 
from evaporites to deltaic sediments, turbidites, and black shales. Figure 1 6.9 
shows some of the sediments in the Baltimore Canyon Trough. Other examples of 
terrace-slope basins include the Campos Basin, Brazil; the northwest shelf of Aus
tralia; and the sedimentary basins of Gabon on the west coast of Africa (Edwards 
and Santogrossi, 1 990). Some terrace-slope basins are prolific producers of petrole
um and natural gas. 
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Figure 16.8 
Sedimentary basins on the passive continen
tal margin of eastern North America. F.Z. 
fracture zone. [After Sheridan, R. E., 1 974, 
Atlantic continental margin of North Ameri
ca, in Burk, C. A., and C. L. Drake (eds.), 
The geology of continental margins, Fig. 
1 2, p. 403. Reprinted by permission of 
Springer-Verlag, New York.] 
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ca in the vicinity of Baltimore Canyon Trough_  Based on geophysical data and dri ll-hole in
formation_ [After Grow, ) .  A., 1 981 , Structure of the Atlantic margin of the United States, 
in Geology of passive continental margins: Am. Assoc. Petroleum Geologists Ed_ Course 
Note Ser. No. 1 9, Fig. 1 3, p. 3-20. Reprinted by permission of MPG, Tulsa, Okla.] 

Intraplate Basins Floored by Oceanic Crust 

These oceanic basins (e.g., Fig. 16.30) occur in various parts of the deep ocean 
floor. They are created by rifting and subsidence accompanying opening of an 
ocean owing to continental rifting. Oceanic basins may include ocean-floor sag 
basins as well as fault-bounded basins associated with ridge systems. Sediments 
that accumulate in these basins are mainly pelagic clays, biogenic oozes, and tur
bidites. Sediments deposited in oceanic basins adjacent to active margins may 
eventually be subducted into a trench and consumed during an episode of ocean 
closing. Alternatively, they may be offscraped in trenches during subduction to 
become part of a subduction (accretionary) complex (Fig. 16.3E). The Pacific 
Ocean is a modern example of a major active ocean basin. The Gulf of Mexico is a 
modem example of a dormant ocean basin, which is floored by oceanic crust that 
is neither spreading nor subducting. 

Basins in Convergent Settings 

Subduction-Related Basins 

Subduction-related settings (Fig. 16.3E) are features of seismically active continen
tal margins, such as the modern Pacific Ocean margin. These settings are charac
terized by a deep-sea trench, an active · volcanic arc, and an arc-trench gap 
separating the two. The most important depositional sites in subduction-related 
settings are deep-sea trenches, fore-arc basins that lie within the arc-trench gap 
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(Fig. 16.10), and back-arc, or marginal, basins that lie behind the volcanic arc in 
some arc-trench systems (Underwood and Moore, 1995; Dickinson, 1995; Marsaglia, 
1995). Subduction-related settings may occur also along a continental-margin arc 
(not shown in Fig. 16.3) rather than an oceanic arc. In these continental-margin set
tings, so-called retro-arc basins (intermontane basins within an arc orogen) may 
lie on continental crust behind fold-thrust belts (e.g., Jordan, 1995). Sediments de
posited in subduction-related basins are mainly siliciclastic deposits derived 
largely from volcanic sources in the volcanic arc. These deposits include sands and 
muds deposited on the shelf and muds and turbidites deposited in deeper water 
in slope, basin, and trench settings. Sediments in the trench may include terrige·· 
nous deposits transported by turbidity currents from land, together with sedi
ments scraped from a subducting oceanic plate, which together form an 
accretionary complex (Fig. 1 6.3E; Fig. 16.10). The most characteristic kind of rock 
in an accretionary wedge is melange, a chaotically mixed assemblage of rock con
sisting of brecciated blocks in a highly sheared matrix. 

Examples of modern trench and fore-arc sedimentation sites include the 
Sondra, Japan (Fig. 1 6.11), Aleutian, Middle America, and Peru-Chili arc-trench 
systems (Leggett, 1982; Dickinson, 1995; Underwood and Moore, 1995). Examples 
of ancient fore-arc basins include the Great Valley fore-arc basin, California; Ore
gon Coast Range; Tamworth Trough, Australia; Midland Valley, Great Britain; and 
Coastal Range, Taiwan (Dickinson, 1995; Ingersoll, 1982). The Japan Sea is a good 
modern example of a back-arc basin (Fig. 16.11); the Late Jurassic-Early Creta
ceous basin formed behind the Andean arc in southernmost Chile is a well -stud
ied example of an ancient back-arc basin (Marsaglia, 1995). The Taranaka Basin, 
New Zealand, and the Magdalena Basin, Columbia, both petroleum producers, 
are additional examples of active-margin basins (Biddle, 1991) .  For further insight 
into subduction-related settings, see Busby and Ingersoll (1995). 

Figure 16.1 1 
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Schematic representation of a n  active continental margin (Japan), showing both the fore
arc and back-arc characteristics of the margin.  [From Boggs, S., Jr., 1 984, Quaternary sedi
mentation in the japan a rc-trench system: Geol. Soc. America Bu l l ., v. 95, Fig. 2, p. 670.] 

Figure 16.10 
Schematic representation 
of basin structure in the 
trench and fore-arc zone of 
a subduction setting.  [After 
Dickinson, W. R., 1 995, 
Forearc basins, in Busby, C. ,  
and R. V. Ingerso l l  (eds.), 
Tectonics of sedimentary 
basins: B lackwell Science, 
Cambridge, Mass., Fig. 6. 1 ,  
p. 221 . ]  
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Figure 16.12 

Basins in Collision-Related Settings 

Collision-related basins are formed as a result of closing of an ocean basin and 
consequent collision between continents or active arc systems, or both. Figure 16.3F 
illustrates some of the basins that may be generated as a result of plate collision. 
For example, collision can generate compressional forces, resulting in develop
ment of fold-thrust belts and associated peripheral foreland basins along the col
lision suture belt where rifted continental margins have been pulled into 
subduction zones. Figure 16 . 12  illustrates the fundamental elements of a foreland
basin system. Foreland basins may be isolated from the ocean and receive only 
nonmarine gravels, sands, and muds, or they may have an oceanic connection and 
contain carbonates, evaporites, and/ or turbidites. Examples of foreland basins in
clude those of western Taiwan, the Alpennines, and eastern Pyrenees; the Magal
lanes Basin at the southern tip of South America; basins of the northwestern 
Himalayas; and various basins in the Appalachians, Rocky Mountains, and west
ern Canada (Allen and Homewood, 1 986; Macqueen and Leckie, 1992; Dombek 
and Ross, 1995). 

Because of the irregular shapes of continents and island arcs, and the fact that 
landmasses tend to approach each other obliquely during collision, portions of an 
old ocean basin may remain unclosed after collision occurs. These surviving em
bayments are called remnant basins. Modern remnant basins include the Mediter
ranean Sea, Gulf of Oman, and northeast South China Sea. The Marathon Basin, 
Texas, provides an example of Pennsylvanian-age sedimentation in an ancient rem
nant basin adjacent to a fore-arc basin (Fig. 16.13). Structural weaknesses devel
oped in this region in the late Precambrian/ early Cambrian and were reactivated 
in the late Paleozoic as reverse faults in response to compressional stresses (Wuell
ner, Lehtonen, and James, 1 986). An early phase of sedimentation filled part of the 
fore-arc basin with volcaniclastic detritus. Subsequently, sediments of the Tesnus 
Formation accumulated in the fore-arc and remnant basin. Later deposition of the 
Dimple Limestone and Haymond Formation (not shown in Fig. 16.13) generated a 
total of more than 3400 m of Pennsylvanian sediment in the basin. Sediments in
clude sandstones, shales, and limestones deposited in environments ranging from 
shelf/platform to submarine fan (turbidite) settings. Other ancient examples of 
remnant basins include the southern Uplands of Scotland (Silurian-Devonian); 
Nevadan orogenic belt, California Uurassic); western Iran (Cretaceous-Paleogene); 

Schematic i l lustration of the fundamental elements of 
a n  orogen-foreland-basin system: a compressional 
orogen and thrust belt and the foreland basin in 
which erosion, sediment transportation, and deposi
tion take place. The basin may be filled to d ifferent 
degrees along the strike zone depending upon the 
relative rates of mass flux into the orogen, denudation 
and sedimentation by surface processes, isostatic 
compensation, and eustatic changes in sea level. 
[After johnson, D. D., and C. Beaumont, 1 995, Pre
l iminary results from a planform kinematic model of 
orogen evolution, surface processes and the develop
ment of clastic foreland basin stratigra phy, in 
Dorobek, S.  L., and G. M. Ross (eds.), Stratigraphic 
evolution of foreland basins: SEPM Spec. Publ. 52, 
Fig. 1 ,  p. 4. Reproduced by permission.] 
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Figure 16.1 3 
Cross-sectional diagram showing the remnant basin and associated basins that existed in 
the Marathon Basin, Texas, during deposition of Carboniferous sedimentary rocks. [From 
Wuellner, E. E., L. R. Lehtonen, and W. C. james, 1 986, Sedimentary tectonic development 
of the Marathon and Val Verde basins, West Texas, U.S.A.: A Permo-Carboniferous migrat
ing foredeep, in Allen, P. A., and P. Homewood (eds.), Foreland basins: l nternat. Assoc. 
Sedimentologists Spec. Pub. 8, Fig. 5, p. 354. Reproduced by permission of Blackwell Sci
entific Publications, Oxford .] 

and the northeast Caribbean (Tertiary). These basins, and other examples, are dis
cussed by Ingersoll, Graham, and Dickinson (1995). 

Basins in Strike-Slip/Transform-Fault-Related Settings 

Strike-slip-related basins occur along ocean spreading ridges, along the transform 
boundaries between some major crustal plates, on continental margins, and with
in continents on continental crust. Movement along strike-slip faults can produce 
a variety of pull-apart basins, only one kind of which is illustrated in Figure 16.3G. 
Faults that define strike-slip basins may be either "transform faults" that define 
plate boundaries and penetrate the crust or "transcurrent faults," which are re
stricted to intraplate settings and penetrate only the upper crust (Sylvester, 1988). 
Most basins formed by strike-slip faulting are small, a few tens of kilometers 
across, although some may be as wide as 50 km (Nilsen and Sylvester, 1995). They 
may show evidence of significant local syndepositional relief, such as the presence 
of fault-flank conglomerate wedges. Because strike-slip basins occur in a variety 
of settings, they may be filled with either marine or nonmarine sediments, de
pending upon the setting. Sediments in many of these basins tend to be quite 
thick, because of high sedimentation rates that result from rapid stripping of ad
jacent elevated highlands, and may be marked by numerous localized facies 
changes. 

As shown in Table 16.2, basins in transform settings are referred to as 
transtensional, transpressional, or transrotational depending upon whether the 
basins formed by extension, compression, or rotation of crustal blocks along a 
strike-slip fault system. The Ridge Basin, California (Fig. 16.14), is a good example 
of an ancient transpressional basin. Strike-slip movement on the San Gabriel fault 
in Pliocene/Miocene time created a lake basin about 15 km by 40 km in which up 

s 
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West Fault scarp East 

A Open lake basin 

West Fault scarp East 

Figure 16.14 
Paleoenvironmental reconstruction of the 
P liocene/Miocene Ridge Basin, California, 
during (A) the open, deep-water lacustrine 
and/or marine phase and (B) the closed, 
shallow-water lacustrine phase. [After Link, 
M. H ., and R. H. Osborne, 1 978, Lacustrine 
facies in the Pl iocene Ridge Basin Group, 
Ridge Basin, Cal ifornia, in Matter, A., and 
M. E. Tucker (eds.), Modern and ancient 
lake sediments: Blackwell Scientific Publica
tions, Oxford, Fig. 1 4, p. 1 85, and Fig. 1 5, 
p. 1 86, reproduced by permission.] 

km 
breccias 

Stromatolites 

B Closed lake basin 

to 9000 m of sediment eventually accumulated (Link and Osborne, 1978). Initially, 
the lake basin was open (Fig. 1 6.14A), allowing deltaic sediments and turbidites to 
form. As a result of subsequent strike-slip displacement on the fault, external 
drainage was blocked to the south and the lake basin became a closed system. 
During the closed phase, alluvial fan, fluvial, deltaic, and barrier-bar sediments 
accumulated along the margins of the lake, and siliciclastic mud, zeolite mud, 
dolomite, and stromatolites formed in the central part of the basin (Fig. 16.14B). 
For additional examples of strike-slip basins, see Nilsen and Sylvester, 1995. 

Basins in Hybrid Settings 

Aulacogens are special kinds of rifts situated at high angles to continental mar
gins, which are commonly presumed to be rifts that failed but were reactivated 
during convergent tectonics (Fig. 16.3H). Other suggested origins for alaucogens in
clude doming and rifting, strike-slip-related extension, and continental rotation 
(Sengor, 1995). The long, narrow troughs that make up the arms of aulacogens ex
tend into continental cratons at a high angle from fold belts. Deposition of thick se
quences of sediment can take place in these arms during long periods of time. These 
deposits may include nonmarine (e.g., alluvial-fan) sediments, marine shelf de
posits, and deeper water facies such as turbidites. Examples of aulacogens include 
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Figure 16.1 5 
Aulacogen north of the Black and Caspian Seas 
on the Russian platform. [After Burke, K., 1 977, 
Aulacogens and continental breakup: Annual Re
view of Earth and Planetary Sciences, v. 5. Re
produced by permission of Annual Reviews, I nc.] 

the Reelfoot Rift of late Paleozoic age in which the Mississippi River flows, the 
Amazon Rift in which the Amazon River flows, the Benue Trough of Cretaceous 
age in which the Niger River is located, the aulacogen north of the Black and 
Caspian Seas on the Russian platform (Fig. 16.15), and the Anadarko Basin in Ok
lahoma (Fig. 16.6). lmpactogens are structures similar to aulacogens in that they 
formed at high angles to orogenic belts; however, they do not have a preorogenic 
history. 

Intracontinental wrench basins are hybrid basins that formed within conti
nental crust owing to distant collisional processes (e.g., the Quaidam Basin of 
China). Successor basins are basins that formed in intermountain settings follow
ing cessation of local orogenic activity (e.g., the southern Basin and Range, Ari
zona). See Ingersoll and Busby (1995) and Sengor (1995) for details. 

16.5 SEDIMENTARY BASIN FILL 

The preceding discussion focuses on the structural characteristics of sedimentary 
basins and the tectonic processes that create these basins. The particular concern 
of basin analysis is, however, the sediments that fill the basins. This concern en
compasses the processes that produce the filling, the characteristics of the result
ing sediments and sedimentary rocks, and the genetic and economic significance 
of these rocks. The fundamental processes that generate sediments (weathering/ 
erosion) and bring about their transport and deposition; the physical, chemical, 
and biological properties of these rocks; the depositional environments in 
which they form; and their stratigraphic significance are discussed in preceding 
chapters of this book. The factors that control or affect these depositional 
processes and sediment characteristics, discussed also in appropriate parts of 
the book, include 



568 Chapter 16 I Basin Analysis, Tectonics, and Sedimentation 

1. The lithology of the parent rocks (e.g., granite, metamorphic rocks) present in 
the sediment source area, which controls the composition of sediment derived 
from these rocks 

2. The relief, slope, and climate of the source area, which control the rate of sed
iment denudation and thus the rate at which sediment is delivered to deposi
tional basins 

3. The rate of basin subsidence together with rates of sea-level rise or fall 

4. The size and shape of the basins 

The processes that may cause basin subsidence are discussed briefly in Section 16.2 
(see Figure 16.2). The rate of basin subsidence coupled with sea level fluctuations 
controls the available space in which sediments can accumulate (accommodation; 
see Fig. 13.15) at any given time, as well as affecting sediment transport and depo
sition. Thus, owing to continued subsidence, thousands of kilometers of sedi
ments may accumulate even in shallow-water basins. 

The purpose of basin analysis is to interpret basin fills to better understand 
sediment provenance (source), paleogeography, and depositional environments in 
order to unravel geologic history and to evaluate the economic potential of basin 
sediments. Basin analysis incorporates the interpretive basis of sedimentology 
(sedimentary processes); stratigraphy (spatial and temporal relations of sedimentary 
rock bodies); facies and depositional systems (organized response of sedimentary 
products and processes into sequences and rock bodies of a contemporaneous or 
time-transgressive nature); paleooceanography; paleogeography, and paleoclima
tology; sea-level analysis; and petrographic mineralogy as a means of interpreting 
sediment source (Klein, 1987; 1991). Further, biostratigraphy provides a means of 
establishing a temporal framework for correlating time-equivalent facies and sys
tems and to constrain timing of specific events, and radiochronology allows, in ad
dition, the dating of specific sedimentological events and stratigraphic boundaries. 
Recent research in sedimentary geology and basin analysis has focused particular
ly on analysis of sedimentary facies, cyclic subsidence events, changes in sea level, 
ocean circulation patterns, paleoclimates, and life history. 

Depositional models are being increasingly used to better understand the 
processes of basin filling and the effects of varying basin-filling parameters such 
as sediment supply and sediment flux into basins (e.g., Jones and Frostick, 2002), 
grain size, basin subsidence rates, and sea-level changes (e.g., Tetzlaff and Har
baugh, 1989; Angevine, Heller, and Paola, 1990; Cross, 1990; Slingerland, Har
baugh, and Furlong, 1994; Miall, 2000, Chapters 7, 9). Models may be either 
geometric or dynamic. Geometric models begin by specifying the geometry of the 
depositional system rather than calculating it as part of the model. Dynamic mod
els begin with consideration of the transport of sediment in the basin and use 
some form of approximation to the basic laws that govern sediment transport and 
deposition. 

16.6 TECHNIQUES OF BASIN ANALYSIS 

Analyzing the characteristics of sediments and sedimentary rocks that fill basins, 
and interpreting these characteristics in terms of sediment and basin history, de
mands a variety of sedimentological and stratigraphic techniques. These tech
niques require the acquisition of data through outcrop studies and subsurface 
methods that can include deep drilling, magnetic polarity studies, and geophysi
cal exploration. These data are then commonly displayed for study in the form of 
maps and stratigraphic cross sections, possibly using computer-assisted tech
niques. In this section, we look briefly at the more common techniques of basin 
analysis. 
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To interpret Earth history through study of sedimentary rocks requires that we 
have detailed, accurate information about the thicknesses and lithology of the 
stratigraphic successions with which we deal. To obtain this information, appro
priate stratigraphic successions must be measured and described in outcrop 
and/ or from subsurface drill cores and cuttings. We refer to this process of study
ing outcrops as "measuring stratigraphic sections"; however, the process also in
volves describing the lithology, bedding characteristics, and other pertinent 
features of the rocks. Samples for mineralogic or paleontologic analysis may also 
be collected and keyed to their proper position within the measured sections. 
Thus, measuring and describing stratigraphic sections is commonly the starting 
point for many geologic studies, and the measured-section data become an indis
pensable part of the studies. Such stratigraphic sections are referred to throughout 
this book; see, for example, Figure 14.12. 

A variety of techniques are available for measuring stratigraphic sections, 
depending upon the nature of the stratigraphic succession and the purpose of the 
study. The useful little book by Kottlowski (1965) describes these various meth
ods, and the equipment needed to carry out measurements, in considerable detail. 
One of the most common methods involves use of a Jacob staff. A Jacob staff is a 
lightweight metal or wood pole (rod) marked in graduations of feet or meters. It 
is commonly cut to about eye-height and is used in conjunction with a Brunton 
compass placed at or near the top of the staff. The technique is illustrated in 
Figure 16.16. The clinometer of the Brunton compass is set at the dip angle of the 
beds, allowing the staff to be inclined normal to the bedding to determine the true 
stratigraphic thickness of the bed or beds. By stepping uphill and making a suc
cession of measurements, comparatively thick sections of strata can be measured. 
After measuring several meters of section, the geologist commonly stops measur
ing for a time to describe the lithology and other pertinent features of the section 
before resuming measurement. A lithologic column, together with appropriate de
scriptive notes, is recorded in a field notebook. 

Preparing Stratigraphic Maps and Cross Sections 

Stratigraphic Cross Sections 

Once stratigraphic sections have been measured and described, they can be used 
to prepare stratigraphic cross sections. Stratigraphic cross sections are used exten
sively for correlation purposes and structural interpretation, as well as for study 

Figure 16.16 
Schematic i l lustration of the jacob-staff technique for 
measuring the thickness of stratigraphic units. By set
ting the cl inometer of a Brunton compass attached 
to the jacob staff to the dip angle of the beds, the 
staff can be held normal to the bedding planes, yield
ing the true stratigraphic thickness (AB) of the mea
sured unit. [From Kottlowski, F. E., 1 965, Measuring 
stratigraphic sections: Holt, Rinehart, and Winston, 
New York, F ig. 3 .2, p. 63.]  
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Figure 16.17 
Schematic i l lustration of a 
fence diagram showing in
tertonguing facies relation
ships in  Permian strata 
across the Paradox Basin, 
Utah and Colorado. [From 
Kunkle, R. P., 1 958, Permi
an stratigraphy of the Para
dox Basin, in Sanborn, A. F. 
(ed.), Gu idebook to the ge
ology of the Paradox Basin, 
Intermountain Association 
of Petroleum Geologists, 
Ninth Annual Field Confer
ence, Fig 1 ,  p. 1 65.] 

of the details of facies changes that may have environmental or economic signifi
cance. Cross sections may be drawn to illustrate local features of a basin, often in 
conjunction with preparation of lithofacies maps (described below), or they may 
depict major stratigraphic successions across an entire basin. In addition to mea
sured outcrop sections, the information needed to prepare stratigraphic cross sec
tions may be obtained from subsurface lithologic logs (which are prepared by 
study of drill cores and cuttings) and/or mechanical well logs (petrophysical 
logs). Most stratigraphic cross sections depict in two dimensions the lithologic 
and/ or structural characteristics of a particular stratigraphic unit, or units, across 
a given geographic region. Several examples of such cross sections are given in 
preceding chapters of this book. See, for example, Figure 12.15. Stratigraphic in
formation may be presented also as a fence diagram. These diagrams attempt to 
give a three-dimensional view of the stratigraphy of an area or region (Fig. 16.17). 
Thus, they have the advantage of giving the reader a better regional perspective 
on the stratigraphic relationships. On the other hand, they are more difficult to 
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construct than conventional two-dimensional diagrams, and parts of the section 
are hidden by the fences in front. 

Structure-Contour Maps 

It is often desirable in basin studies to determine the regional structural attitude of 
the rocks as well as the presence of local structural features such as anticlines and 
faults. Structure-contour maps are prepared for this purpose. These maps provide 
information about a basin's shape and orientation and the basin-fill geometry. 
Structure-contour maps are prepared by drawing lines on a map through points of 
equal elevation above or below some datum, commonly mean sea leveL Eleva
tions are typically determined on the top of a particular formation or key bed at a 
number of control points. Elevation data may be obtained through outcrop study 
and/ or subsurface interpretation of mechanical or lithologic well logs. After con
trol points are plotted on a base map, a suitable contour interval is selected, and 
structure contour lines are drawn by hand or by use of computers. Figure 16.18 
shows an example of a structure-contour map. 

Structure contours may also be prepared on the top of prominent subsurface 
reflectors from seismic data (Chapter 13).  Depth to a particular reflector may be 
plotted initially as two-way travel time. Thus, the initial map shows contour lines 
of equal travel time. If the seismic-wave velocity can be determined from well in
formation, the travel times can be converted to actual depths, allowing maps to be 
redrawn in terms of actual elevations on the reflecting horizon. 

Structure-contour maps can reveal the locations of subbasins or depositional 
centers within a major basin as well as axes of uplift (anticlines, domes). Structur
al features may be related also to syndepositional topography. Thus, analysis of 
these maps can provide clues to local paleogeography and facies patterns. Struc
tural maps are useful also in economic assessment (e.g., petroleum exploration) of 
basins. 

Isopach Maps 

Isopachs are contour lines of equal thickness. An isopach map is a map that shows 
by means of contour lines the thickness of a given formation or rock unit. A map 
that shows the areal variation in a specific rock type (e.g., sandstone) is an isolith 
map. The thickness of sediment in a basin is determined by the rate of supply of 
sediment and the accommodation space in the basin, which in turn is a function of 
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Figure 16.18 
Schematic i l lustration of a structure-contour 
map drawn on the top of a formation. The 
contour interval is 20 m. The negative con
tour values indicate that this formation i s  lo
cated below sea level and is thus a buried 
(su bsurface) formation . Note the presence 
of a syncl ine, dome, anticl ine, and fault. 
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Figure 16.19 

basin geometry and rate of basin subsidence. Abnormally thick parts of a strati
graphic unit suggest the presence of major depositional centers in a basin (basin 
lows), whereas abnormally thin parts of the unit suggest predepositional highs or 
possibly areas of postdepositional erosion. Isopach maps thus provide informa
tion about the geometry of the basin immediately prior to and during sedimenta
tion. Furthermore, analysis of a succession of isopach maps in a basin can provide 
information about changes in the structure of a basin through time. 

To construct an isopach map, the thickness of a formation or other strati
graphic unit must be determined from outcrop measurements and/ or subsurface 
well-log data at numerous control points. The thickness of the unit at each of these 
control points is entered on a base map, and the map is contoured in the same way 
that a structure-contour map is prepared. Figure 1 6.19 is an example. 

Paleogeologic Maps 

Paleogeologic maps are maps that display the areal geology either below or above 
a given stratigraphic unit. Imagine, for example, that we could strip off the rocks 
that make up a particular formation (and all the rocks above that formation) to re
veal the rocks beneath-the rocks on which the formation was deposited. We 
could then construct a geologic map on top of these underlying formations. Such 
a map has been referred to as a subcrop map (Krumbein and Sloss, 1963). In a sim
ilar manner, the rocks above a formation or rock body may also be mapped. This 
kind of map, looked at as though from below, is called a worm's eye view map or 
supercrop map. Subcrop and worm's eye maps are commonly constructed at un
conformity boundaries; however, they can be constructed at the top and base of 
any distinctive rock unit, whether or not an unconformity is present. The main 
purpose of such maps is to illustrate paleodrainage patterns, pattern of basin fill, 
shifting shorelines, or gradual burial of a preexisting erosional topography (Miall, 
2000, p. 250). To construct paleogeologic maps requires identification of the strati
graphic units that lie immediately below (or above) a given formation or other 
stratigraphic unit at numerous control points. Such data are gathered from out
crops or from subsurface well logs. 

Lithofacies Maps 

Facies maps depict variation in lithologic or biologic characteristics of a strati
graphic unit. The most common kinds of facies maps, and the only kind discussed 
here, are lithofacies maps, which depict some aspect of composition or texture. 
Maps based on faunal characteristics are biofacies maps. Many kinds of lithofacies 

Example of a n  isopach map of a hypothetical 
formation drawn at a contour interval of 
40 m. Note that the formation thickens to 
more than 240 m in the basin low (deposi
tional center), thins over a basin h igh, and 
thins to zero along the northwest and north 
sides of the map. 
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maps are in use. Some are plotted as ratios of specific lithologic units (e.g., the 
ratio of siliciclastic to nonsiliciclastic components) or as isopachs of such units 
[e.g., sandstone isopach (or isolith) maps, l imestone isopach (or isolith) maps]. 
Others examine the relative abundance and distribution of three end-member 
components (e.g., sandstone, shale, limestone). Two kinds of lithofacies maps are 
discussed here to illustrate the method: clastic-ratio maps and three-component 
lithofacies maps. Additional examples are given in Krumbein and Sloss (1963) and 
Miall (2000). 

Clastic-ratio maps are maps that show contours of equal clastic ratio, which 
is defined as the ratio of total cumulative thickness of siliciclastic deposits to the 
thickness of nonsiliciclastic deposits, for example, 

(conglomerate + sandstone + shale) 

( limestone + dolomite + evaporite ) 

Values are computed for a number of control points, from outcrop or subsurface 
data, and plotted on a map. The map is then contoured in the same manner as that 
described for isopach maps. An example is shown in Figure 16.20. Clastic-ratio 
maps are useful for showing the relationship of lithologic units along the margin 
of a basin in which both siliciclastic and nonsiliciclastic deposits accumulated. 
Such maps provide limited information also about the location of the siliciclastic 
sediment source. 

Three-component (triangle) lithofacies maps show by means of patterns or 
colors the relative abundance, within a formation or other stratigraphic unit, of 
three principal lithofacies components. Figure 16.21 is an example of such a map 
based on the relative thickness of sandstone, shale, and limestone. A ternary dia
gram, called the standard diagram (inset in Fig. 16.21), is drawn using the three 
lithofacies components as end members. The triangle is subdivided into fields, 
each of which is indicated by a suitable pattern or color. The thickness of each end
member component is measured at as many control points in outcrop or in the 
subsurface as practicaL The relative values (normalized to 100 percent if neces
sary) at each control point are plotted on the ternary diagram. The clastic ratio and 
sand-shale ratio at  each data point are calculated and used to draw contour l ines 
of clastic ratio (CR) and sand/shale ratio (SSR) on the map. These contour lines 
allow the map to be divided into selected pattern areas corresponding to the pat
terns in the standard triangle. In this example, a progressive change in facies from 
dominantly clastic material in the northwest part of the map to a section com
posed dominantly of limestone in the southern part is evident. 

Figure 16.20 
Example of a clastic-ratio (clastic/nonelastic) 
map. The progressive increase in the ratio 
from southeast to northwest across the map 
indicates a progressively increasing percent
age of siliciclastic components in the strati
graphic section toward the northwest. Thus, 
the sou rce of the sediments must have been 
located somewhere to the northwest. The 
small a rrows show the probable direction of 
sediment transport. 
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Triangle l ithofacies map of the Creta
ceous Trinity Group, southern U.S.A. 
Note that the stratigra phic section 
changes from predominantly si l iciclastic 
in the northwest part of the map to 
predominantly l imestone in the south
ern part. Not all l ithofacies shown in  
the lithofacies triangle (e.g., shale) are 
actually present in the mapped a rea. 
[Redrawn from Krumbein and Sloss, 
1 963, Fig. 1 2. 1 1 ,  p. 464, as modified 
from Forgotson, 1 960.] 
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The degree of "mixing" of three rock components in a stratigraphic section 
can be calculated mathematically by applying an entropy-like function. The func
tion is set up so that equal parts of (for example) sandstone, shale, and limestone 
have an entropy value of 100. As the proportion of one end member or another in
creases, the entropy value becomes smaller, approaching zero as the composition 
approaches that of a single end member. An entropy map can be prepared from 
these data by using an overlay of the entropy function on the lithofacies triangle 
(Krumbein and Sloss, 1963, p. 467; Forgotson, 1960). 

If more than three lithofacies are present in a stratigraphic section, the addi
tional lithofacies must be omitted (and the remaining three lithofacies normalized 
to 100 percent) or combined with other lithofacies to yield a total of three lithofa
cies. For example, if a conglomerate facies is present, it could be combined with 
the sandstone facies, or an evaporite facies might be combined with a limestone 
facies. Three-component lithofacies maps provide a convenient means of visualiz
ing the relative importance of each lithofacies throughout a geographic area. Like 
clastic-ratio maps, however, they provide only a very rough guide to depositional 
environments and sediment-source locations. 

Computer-Generated Maps 

All of the maps discussed above can be drawn by hand, and geologists have been 
drawing them this way for many years; however, such maps are now constructed 



1 6.6 Techniques of Basin Analysis 575 

more and more by computer. Computer application is particularly prevalent in 
the petroleum industry, where basin analysis is a commonplace procedure. Com-
puters are able to handle large quantities of data, such as stratigraphic and struc-
tural data obtained from well records, and they allow these data to be easily 
manipulated for a variety of statistical and mapping purposes. Appropriate base 
maps are stored in the computer and the locations of outcrop sections and subsur-
face wells can be easily plotted on these maps. Lithologic, structural, and strati-
graphic data obtained from study of outcrop and subsurface sections are likewise 
stored in the computer. Selected data (e.g., thickness of lithologic units, structural 
elevations) can be retrieved as needed and added to the base maps, which can 
then be contoured by the computer by using appropriate software and special 
printers to draw the maps. Thus, any of the maps described above can be generat-
ed by computer, as well as other kinds of maps such as trend-surface maps. 
Trend-surface analysis allows separation of map data into two components: re-
gional trends and local fluctuations. The regional trend is mathematically sub-
tracted by the computer, leaving residuals, which correspond to local variations. 
For example, the regional structural trend might be extracted from a structure-
contour map to more clearly reveal the nature of local structural anomalies. 
Computer-generated maps are not necessarily better or more accurate than hand-
drawn maps. Their principal advantage is in the ease and rapidity with which 
they can be drawn. See, for example, Robinson (1982) and Jones, Hamilton, and 
Johnson (1986). 

Paleocurrent Analysis and Paleocurrent Maps 

Paleocurrent analysis is a technique used to determine the flow direction of an
cient currents that transported sediment into and within a depositional basin, 
which reflects the local or regional paleoslope (see Chapter 4, Section 4.6). By in
ference, paleocurrent analysis also reveals the direction in which the sediment 
source area, or areas, lay. Further, it aids in understanding the geometry and trend 
of lithologic units and in interpretation of depositional environments. Paleocur
rent analysis is accomplished by measuring the orientation of directional features 
such as sedimentary structures (e.g., flute casts, ripple marks, cross-beds) or the 
long-axis orientation of pebbles. Numerous orientation measurements must be 
made within a given stratigraphic unit to obtain a statistically reliable paleocur
rent trend. Grain-size trends, lithologic characteristics, and sediment thickness 
may also have directional significance when mapped, as previously discussed. An 
example of a paleocurrent map, constructed mainly on the basis of cross-bedding 
orientation, is shown in Figure 16.22. Note that the average (statistical) paleoflow 
direction indicated by this map is from the northwest to southeast, suggesting that 
the sediment source area lay somewhere to the northwest. For more detailed dis
cussion of the application of paleocurrent analysis to interpretation of sediment
dispersal patterns and basin-filling mechanisms, see Potter and Pettijohn (1977, 
Chapter S). 

Siliciclastic Petrofacies (Provenance) Studies 
The composition of siliciclastic sediments that fill sedimentary basins is deter
mined to a large extent by the lithology of the source rocks that furnished sedi
ment to the basin, as well as by the climate and weathering conditions of the 
source area. Therefore, analysis of the particle composition of siliciclastic mineral 
assemblages (and rock fragments) provides a method of working backward to un
derstand the nature of the source area. We commonly refer to such study as prove
nance study, where provenance is considered to include the following: (1)  the 
lithology of the source rocks, (2) the tectonic setting of the source area, and (3) the 
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Figure 16.22 
Example of the use of paleocurrent data 
to locate source areas, Brandywine g ravel 
of Maryland. The contours show modal 
grain size (in mm). [From Potter, P. E., and 
F. ]. Pettijohn, 1 977, Paleocurrents and 
basin analysis, Fig. 8.9, p. 282. Reprinted 
by permission of Springer-Verlag, Berl in . ]  

""" Cross-bedding 
direction, moving 
average 

.....--..<9_ Modal size (mm) 

0 5 1 0  1 5  mi 
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climate, relief, and slope of the source area. Provenance studies provide important 
information about the paleoclimatology and paleogeography of the basin setting. 

The lithology of the source rocks is interpreted on the basis of the kinds of 
minerals and rock fragments present in siliciclastic sedimentary rocks, particular
ly in sandstones and conglomerates. For example, the presence of abundant alkali 
feldspars suggests derivation from granitic source rocks; abundant volcanic rock 
fragments suggest derivation from volcanic source rocks; and so on. The siliciclas
tic mineralogy also provides information about the tectonic setting (continental 
block, magmatic arc, collision orogen); sediment derived from continental block 
settings is likely to be enriched in quartz and alkali feldspars; sediment derived 
from a magmatic arc is dominated by volcanic rock fragments and plagioclase 
feldspars; and sediment stripped from highlands along orogenic collision belts is 
characterized particularly by an abundance of sedimentary and metasedimentary 
rocks fragments. Climate, relief, and slope of the source area are more difficult to 
interpret from siliciclastic mineral assemblages, but some clues are provided by 
quartz/feldspar ratios and by degree of weathering of feldspars. The essentials of 
provenance analysis are discussed in greater detail in Chapter 5, Section 5.6. Zuffa 
(1985); Morton, Todd, and Haughton (1991), and Johnsson and Basu (1993) pro
vide a broader and more detailed view of provenance analysis. 

Geophysical Studies 
Geophysical investigations, including both seismic and paleomagnetic studies of 
various kinds, play an important role in basin analysis. Seismic techniques are 
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used to document the regional structural trends and overall basin geometry as 
well as to identify local structural features such as anticlines and faults that may 
provide traps for hydrocarbons. These seismic techniques are described in 
Chapter 13, which also discusses the application of seismic methods to stratigraph-
ic interpretation, including identification of seismic sequences and facies as well as 
correlation of stratal reflectors. The most widespread application of paleomagnet-
ism in basin analysis is the study of magnetic polarity reversals as a tool for corre-
lation and other purposes, as described in Chapter 13. Airborne or ground-based 
magnetic and gravity surveys are sometimes conducted also to provide informa-
tion about basin structure in addition to that provided by seismic data. Gravity 
surveys determine the presence of gravity anomalies (abnormally high or low 
gravity values), which can be related to the presence of dense (e.g., basalt) or less 
dense (e.g., thick sediment) rock bodies in the subsurface. These magnetic and 
gravity surveys furnish data that can be used to construct maps showing large-
scale characteristics of basins (e.g., major basin highs and lows); however, these 
maps commonly do not have sufficient resolution to identify small-scale structur-
al features, that is, features such as small anticlines or faults that might constitute 
petroleum traps. 

16.7 APPLICATIONS OF BASIN ANALYSIS 

Interpreting Geologic History 

As pointed out, basin analysis is an integrated program of study that involves ap
plication of sedimentologic, stratigraphic, and tectonic principles to develop a full 
understanding of the rocks that fill sedimentary basins and to use this information 
to interpret the geologic history and evaluate the economic importance of these 
rocks. Thus, one major goal of basin analysis is simply to develop a better under
standing of Earth history as recorded in particular depositional basins. Through 
analysis of sedimentary textures, structures, particle and chemical composition, 
fossils, and the stratigraphic characteristics of sedimentary rocks (as revealed by 
physical, biological, paleomagnetic, and seismic-reflection characteristics), geolo
gists are able to interpret the important tectonic and sedimentologic events that 
transpired to generate and fill a particular sedimentary basin. Thus, these various 
kinds of basin studies, commonly involving preparation of appropriate maps and 
stratigraphic sections, allow geologists to interpret past tectonic, climatic, and sed
imentologic events and conditions (including source-area characterization and in
terpretation of depositional environments) to reconstruct the paleogeography and 
paleogeology of Earth during specific times in the past. 

A good example of the application of basin-analysis principles to interpreta
tion of the geologic history of a particular region is provided by Clifton, Hunter, 
and Gardner (1988). These authors examined the influence of eustatic, tectonic, 
and sedimentological processes on the generation of transgressive and regressive 
depositional cycles in the Merced Formation near San Francisco, California. The 
Merced Formation consists of approximately 2000 m of shallow-marine and 
coastal nonmarine sediments of late Cenozoic age. 

To work out the history of the Merced Formation, Clifton et al. first defined 
the stratigraphic boundaries (base and top) of the formation through field study 
and reference to previously published information. Ages of different parts of the 
formation were established by a combination of paleontologic data and radiomet
ric dating of intercalated ash beds. Various depositional facies within the Merced 
were then characterized on the basis of contained fossils, physical and biogenic 
sedimentary structures, and textural characteristics (Table 16.3). Ten facies types 
were identified, which (from the base of the formation upward) were determined 
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Inferred 
origin Texture Biota Physical structures Biogenic structures 

Outer shelf Sandy silt Molluscs (in situ None Intense bioturbation 
and scattered shells) 

Mid-shelf Sandy silt Molluscs Shell lags, parallel lamination, Sharp-topped bio-
hummocky cross-stratification, turbated intervals, 
ripple lamination between sets of 

laminae 

Inner shelf Very fine sand, Molluscs, echinoids Shell lags, parallel lamination, Locally intense 
scattered small hummocky cross-stratification bioturbation 
pebbles near top 

Nearshore Fine to coarse Molluscs, echinoids Lenticular gravel and sand Vertical burrows, 
sand, gravel beds, high- and low-angle Macaronichnus 

cross-bedding, parallel (near top) 
lamination 

Foreshore Fine to coarse Molluscs, echinoids Parallel lamination, heavy Macaronichnus 
sand, gravel mineral layers near top (near base) 
fining-upward 
trend 

Embayment Mud, sand, Molluscs, ostracods Fine sand-silt-day lamination, Bioturbation, 
gravel, some ripples and ripple bedding root-rhizome 
fining-upward (sand), cross-bedding ( sand structures 
cycles and gravel), shell 

Backshore Fine sand None Parallel lamination, low-angle Root-rhizome 
cross-bedding, climbing structures, 
adhesion ripple bedding, vertebrate 
ripple lamination footprints, vertical 

tubes 

Eolian dune Fine sand None Medium- and large-scale Local mottling, 
and medium- and high-angle vertical tubes 
cross-bedding 

Alluvial Gravel and None Indistinct stratification, None 
pebbly sand lenticular bedding, 

medium- and small-scale 
trough cross-bedding 

Pond/swamp/ Mud, peat, or Freshwater d iatoms, Flat-bedded (mud) Root structures, 
marsh lignite insect wings, burrows and 

terrestrial vertebrate intrastratal trails 
bones 

Source: Clifton, Hunter, and Gardner, 1988. 

to represent ten different depositional environments: pond/swamp/marsh, allu
vial, eolian dune, backshore, embayment, foreshore, nearshore, inner shelf, mid
shelf, and outer shelf. 

In vertical succession, these facies define alternating episodes of transgres
sion and regression that probably reflect Pleistocene eustatic sea-level fluctua
tions. The transgression-regression fluctuations were matched with reasonable 
confidence to a Pleistocene sea-level curve, determined from oxygen-isotope data. 
Finally, Clifton et al. were able to calculate that the Merced Formation was deposit
ed under shallow-marine/coastal conditions in a setting undergoing subsidence at 
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an average rate of 1 m/1000 years, a rapid rate that must have been influenced by 
tectonic deformation. 

This example illustrates how geologists use an armory of various sedimento
logical and stratigraphic approaches (i.e., basin analysis) to determine the physical 
and biologic characteristics of a sedimentary formation, from which the sedimen
tological and tectonic history of the formation can be interpreted. Several addition
al examples of this approach may be examined in Kleinspehn and Paola (1988). 

Economic Applications 

A second goal of basin analysis is to use the principles and techniques described 
above to evaluate the economic importance of sedimentary rocks and identify eco
nomically exploitable deposits of minerals or fossil fuels. Basin analysis finds its 
greatest economic application in the fields of petroleum geology and, to a lesser ex
tent, hydrogeology. In spite of the fact that petroleum geologists have been trying 
for many years to locate petroleum (hydrocarbon) accumulations by geochemical 
analysis of surficial rocks and soil overlying such deposits, no successful method 
has yet been developed for direct detection of hydrocarbon deposits. To find an oil 
or gas deposit, geologists must (1) explore basins that have the right conditions for 
the formation and migration of hydrocarbons and (2) locate a suitable trap, such as 
a structural anticline, in which the hydrocarbons may have accumulated. 

What, exactly, are the right conditions for formation and migration of hydro
carbons? Most petroleum geologists believe that petroleum originates from fine
size plant or animal organic matter through complex biochemical processes that 
take place during sediment burial. Because organic matter is preserved preferen
tially in fine-grained sediments, organic-rich shales are believed to be the princi
pal source rocks for petroleum. Thus, the first condition for successful hydrocarbon 
exploration is to find a basin that contains suitable source rocks. Furthermore, the 
source rocks should have been buried to depths where the temperature is ade
quate to "crack" oil and gas from the organic matter ( �90°-l25°C) but not so 
high that the hydrocarbons are destroyed. After oil and gas are generated within 
the shale source rocks, they migrate, in some (poorly understood) manner, from 
the source rock into associated porous and permeable rocks called reservoir rocks. 
(Porosity refers to that percentage of the volume of a rock occupied by pore space; 
permeability refers to the ability of a rock to transmit a fluid. )  Drilling experience 
has shown that the best reservoir rocks for hydrocarbons are sandstones and lime
stones. Roughly 55 percent of the world's oil and 75 percent of its natural gas 
occur in sandstone reservoirs; most of the remaining world reserves are in carbon
ate reservoirs. 

Most of the pore spaces in porous sandstones and carbonate rocks in the sub
surface are filled with water. When hydrocarbons migrate from source beds into 
these overlying or underlying (?) reservoir rocks, some of the pore water must be 
displaced to make room for the hydrocarbons. Because the hydrocarbons have a 
lower specific gravity than water, they tend to move updip to get above the water 
(oil floats on water). Thus, by progressive displacement of pore water, hydrocar
bons will gradually move up the regional dip of a sedimentary basin. This migra
tion will continue until the oil reaches a trap or, if no trap is encountered, until it is 
expelled at the surface as an oil seep. 

A hydrocarbon trap is some kind of structural or stratigraphic feature of a 
rock into which oil or gas can easily migrate but from which it is difficult to es
cape. The three most common kinds of petroleum traps are anticlines, faults, and 
stratigraphic pinch-outs (see Fig. 7.25). Oil or gas will rise to the structurally high
est position in an anticline, fault trap, or stratigraphic pinch-out, where it is pre
vented from further movement by an impermeable rock layer (e.g., shale or 
evaporite) that lies above the reservoir bed and seals the trap. Thus, the search for 
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a petroleum deposit requires that a trap be located and drilled in a basin that con
tains suitable source and reservoir rocks. The trap, when drilled, may or may not 
contain petroleum. Only about 10  to 15 percent of the traps drilled in new explo
ration areas commonly yield commercial quantities of petroleum. Structural traps 
(e.g., anticlines and faults) are located primarily by reflection seismic techniques 
(Chapter 13). Stratigraphic traps are located through detailed analysis of strati
graphic information obtained by study of stratigraphic cross sections (based on 
subsurface lithologic logs and well logs) and seismic cross sections. 

Basin analysis, to the petroleum geologist, thus means locating within depo
sitional basins suitable source rocks, reservoir rocks, and traps. To do this success
fully calls into play most of the principles of sedimentology and stratigraphy, as 
well as the various techniques for analyzing sedimentary successions and present
ing data, discussed in this book. Petroleum geologists must have a thorough un
derstanding of the physical, chemical, and biological characteristics of sedimentary 
rocks; must understand depositional environments and depositional systems; 
must be well grounded in all aspects of stratigraphy; must have a working knowl
edge of the principles of geophysics and structural geology; and must have a basic 
understanding of the principles involved in the flow of fluids through porous, 
subsurface rocks. No single geologist is normally capable of carrying out the 
many complex studies required to develop a major, successful petroleum "play." 
Basin assessment is commonly carried out by teams of workers, which may in
clude stratigraphers, sedimentologists, sedimentary petrologists, paleontologists, 
geophysicists, and hydrologists. These teams of scientists work together to devel
op an understanding of the sedimentary, stratigraphic, and structural factors that 
control the accumulation of oil and gas in drilled basins where commercial hydro
carbon deposits have already been found. They seek then to extend the knowl
edge gained from such studies to exploration for new hydrocarbon deposits in 
untested basins. 

The application of basin-assessment techniques to developing a petroleum 
play is described by Allen and Allen (1990). Before new exploratory wells ( e.g., 
Fig. 16.23) are drilled in an untested basin, petroleum geologists must first work 
out the stratigraphic characteristics of the basin to see the kinds of potential source 
rocks and reservoir rocks that are present and the thickness and characteristics of 
these rocks. They then collect and analyze samples of potential source rocks (or
ganic-bearing shales) to see if enough organic matter (kerogen; Chapter 7), and the 
right kind of kerogen, is present to generate economically significant quantities of 
petroleum or natural gas. Some kinds of kerogen generate liquid petroleum; oth
ers generate gas. Through outcrop study, and possibly drilling of small-diameter 
holes for information purposes, they determine which potential reservoir rocks 
have adequate porosity and permeability to make them targets for drilling. 

If suitable source and reservoir rocks are present in the basin, the next step is 
to locate one or more traps that are large enough to hold a commercial quantity of 
oil or gas. As mentioned above, traps are located mainly by seismic prospecting 
and detailed stratigraphic analysis. An essential component of a trap is that reser
voir rocks in the trap must be covered or capped by some kind of nonpermeable 
rock such as shale or evaporites to prevent oil in the reservoir rock from escaping 
upward. Finally, geologists study the fluid-flow patterns in the subsurface rocks of 
the basin to see if fluids are flowing with adequate pressure to move petroleum 
into a well bore that penetrates the reservoir rock. If all the requisite conditions of 
source rock, reservoir rocks, and trap are present, the well is drilled. For additional 
insight into application of the principles of basin analysis to petroleum explo
ration, see Cross et a! .  (1 995) and Welte, Horsfield, and Baker (1997). 
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Figure 16.23 
An exploratory gas well 
(Chevron Cm Sup Wate-rton) 
dnlling in the northwest cor
flPr of lht western Canada 
S�imentary Basin, Alberta, 
Can.ld<!. The well tested Mis.
si��ipptan and Devoman car
bonate formations and 
encoun tered gas betow " 
depth ot 4000 m. [Photo
graph courte�y of Sidney 
Smith.j 
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Appendix A 
Form and Roundness of Sedimentary Particles 

582 

Definition and Measurement of Spheridty (Form) 

Numerous mathematical measures for expressing form have been proposed, but 
sphericity is probably the most widely used. The concept of sphericity was intro
duced by Wadell (1932), who defined sphericity mathematically as the ratio of the 
diameter of a sphere with the same volume as a particle to the diameter of the 
smallest circle that would just enclose or circumscribe the outline of the particle. 
Wadell determined the volumes of large particles by immersing the particle in water 
and measuring the volume change of the water. Krumbein (1941) modified 
Wadell's sphericity concept slightly to express sphericity rjJ by the relationship 

t/1 = 3 /  volume of the particle 

\j volume of the circumscribing sphere 
(A-A.1) 

1T 
The volume of a sphere is given by 6 , where D is the diameter of the 

sphere. The approximate volume of natural particles can be calculated by assum
ing that the particles are triaxial ellipsoids having three diameters DL, D1, and D5, 
where L, I, and S refer to the lengths of the long, intermediate, and short axes of 
the ellipsoid. By substituting appropriate values for volume into Equation A-A.1, 
we can express sphericity by 

(A-A.2) 

The sphericity of a particle determined by this relationship is called intercept 
sphericity and can be calculated by measuring the long, intermediate, and short 
axes of a particle and substituting these values into Equation A-A.2. 

Sneed and Folk (1958) suggest that Krumbein's intercept sphericity does not 
correctly express the behavior of particles as they settle in a fluid or are acted on 
by fluid flow. A rod-shaped particle, for example, settles faster than a disc, al
though the intercept sphericity formula suggests the opposite. Particles falling 
through water tend to settle with maximum projection areas (the plane of the 
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long and intermediate axes) perpendicular to the direction of motion, and small 
particles resting on the bottom orient themselves perpendicular to current flow di-
rection. Sneed and Folk thus proposed a different sphericity measure called 
maximum projection sphericity ( q;p ), which they claim better expresses particle be-
havior. Maximum projection sphericity is defined mathematically as the ratio be-
tween the maximum projection area of a sphere with the same volume as the 
particle and the maximum projection area of the particle: 

(A-A.3) 

Maximum projection sphericity has gained favor for expressing the shape of par
ticles deposited by water. Conceptually, it is not necessarily more valid than inter
cept sphericity when applied to other modes of particle transport and deposition, 
e.g., transport by ice and sediment gravity flows. 

Regardless of the sphericity measure used, experience has shown that parti
cles having the same mathematical sphericity can differ considerably in their over
all shape. Some additional measure or index is needed to more specifically define 
the form of particles. Two additional form indices that permit a more graphic rep
resentation of form are in wide use. Zingg (1935) proposed the use of two shape 
indices DJIDL and Ds/ Dr to define four shape fields on a bivariate plot: oblate 
(disc), equant (spheres), bladed, and prolate (rollers) (see Fig. 3.9A in the text). 
Lines of equal intercept sphericity can be drawn on the Zingg shape fields (Fig. 
3.98), illustrating that particles of quite different form can have the same mathe
matical sphericity. 

Sneed and Folk (1958) used two somewhat different shape indices to con
struct a triangular form diagram (Fig. A-A.1 ), in which Ds/ DL is plotted against 
DL Dr/ DL - Ds to create ten form fields (e.g., compact, C; platy, P; bladed, B; 
elongate, E) .  Lines of maximum projection sphericity drawn across the field 
(Fig. A-A.1)  again illustrate the disparity between mathematical sphericity and 
actual form. 

0 

Platy 

0.1 

Compact 

Bladed 

L = Long diameter 
I = Intermediate diameter 
S Short diameter 

Elongated 

Figure A-A.l 
Classification of pebble shapes, after Sneed 
and Folk. The symbol V refers to the adjec
tive very (e.g., very platy, very bladed, very 
elongated). [After Sneed, E. D., and R. L. 
Folk, 1 958, Pebbles in the lower Colorado 
River, Texas, a study in particle morphogene
sis: Jour. Geology, v. 66, Fig. 2, p. 1 1 9. 
Reprinted by permission of U niversity of 
Chicago Press.] 
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Figure A-A.2 

Definition and Measurement of Roundness 

Wadell (1932) defined mathematical roundness as the arithmetic mean of the 
roundness of the individual corners of a grain in the plane of measurement. 
Roundness of individual corners is given by the ratio of the radius of curvature of 
the corners to the radius of the maximum-size circle that can be inscribed within 
the outline of the grain in the plane of measurement. The degree of Wadell round
ness ( Rw) is thus expressed as 

2: (r/R) 2: (r) 
Rw = = --

N RN 
(A-A.4) 

where r is the radius of curvature of individual corners, R is the radius of the max
imum inscribed circle, and N is the number of corners. The relationship of r to R is 
illustrated in Figure A-A.2. 

Owing to the numerous radius measurements that must be made, it is very 
time-consuming to determine the Wadell roundness of large numbers of grains. 
Simpler roundness measures have been proposed that require only that the radius 
of the sharpest corner be divided by the radius of the inscribed circle (Wentworth, 
1919; Dobkins and Folk, 1970); however, Wadell's roundness measure is still used 
by most workers. Even if the simpler roundness formula is used, measuring the 
radii of large numbers of small grains is a very laborious process, requiring use of 
either a circular protractor or an electronic particle size analyzer to measure en
larged images of grains (Boggs, 1967a). Consequently, visual comparison scales or 
charts consisting of sets of grain images of known roundness are often used to 
make rapid visual estimates of grain roundness. The visual charts of Krumbein 
(1941) and Powers (1953) are the most widely used of these comparison scales. 

Maximum 
inscribed circle 

;..:...-'-;-;\---- Grain ,__-c-.�.......,."" 

Diagram of enlarged grain image i l lustrating the method of measuring the 
roundness of a sediment gra in .  (R) refers to the radius of the largest circle 
that can be inscribed inside the grain; (r) is the radius of curvature of the 
corners of the grain .  [From Boggs, S., ) r., 1 96 7, Measurement of roundness 
and sphericity parameters using an electronic particle size analyzer: )our. 
Sed. Petrology, v. 3 7, Fig. 3, p. 91 2. Reprinted by permission of Society of 
Economic Paleontologists and Mineralogists, Tulsa, Okla.] 

Measuring mark in 
proper position for 
measuring radii of 
curvature of corners 
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Paleothermometry 

Estimating Diagenetic Paleotemperatures 

Because temperature has a particularly significant effect on diagenetic processes, 
geologists are greatly interested in estimating the temperatures at which particu
lar diagenetic reactions take place. Considerable research has been carried out to 
develop reliable techniques for paleotemperature analysis (e.g., Staplin et al., 
1982). Tools used for determining paleotemperatures are called geothermometers. 
The principal techniques now in use for determining d iagenetic paleotempera
tures include the following. 

Conodont Color Alteration 

Conodonts are marine microfossils composed of the mineral apatite, but also con
taining trace amounts of organic material. They range in age from Cambrian to Trias
sic and occur principally in carbonate rocks and shales. Color changes in conodonts 
from pale yellow ( < �S0°-80°C) to brown (60°-140°C) to black (300°-40()0), owing 
to carbon fixation within trace amounts of organic material in the conodonts, as a 
result of increase in temperature. Extremely high temperatures may change the 
color to white (extreme thermal alteration) because of loss of carbon and water. 

Vitrinite Reflectance 

Vitrinite is structured or unstructured woody tissue plus tissue impregnations 
that occur as disseminated grains in sediment and as a major constituent in coals 
(Chapter 7). Light reflection from vitrinite ( thermally altered organic grains) is 
measured quantitatively with a reflectance microscope. Reflection increased with 
increasing degree of thermal alteration (metamorphism). Up to about 240°C, per
cent vitrinite reflectance is related to minimum temperature by a scale that ranges 
from <0.48% at <100°C to 2.14% at 240°C. 

Graphitization Levels in Kerogen 

Kerogen, which occurs principally in shales, is the disseminated organic matter of 
sedimentary rocks (insoluble in nonoxidizing acids, bases, and organic solvents). 

585 
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Organic matter initially deposited in sediments is converted to kerogen during di
agenesis by thermocatalytic processes. The carbon atoms in kerogen become in
creasingly well ordered (structured) with increasing levels of thermal diagenesis, 
a process called graphitization. Increase in the degree of ordering, or level of 
graphitization, as determined by X-ray diffraction methods, can thus be related to 
increase in diagenetic temperature. The method can be used to estimate tempera
tures up to about 600°C 

Analysis of Clay-Mineral Assemblages 
Clay minerals (Chapter 5) are most abundant in shales but occur also as a matrix 
in sandstones and minor amounts in limestones. With increasing temperature and 
metamorphic grade, smectite clay minerals convert to illite through a mixed-layer 
illite/ smectite series; chlorite appears, and kaolinite (as well asK-feldspar) disap
pears. Thus, the relative abundance of these clay minerals in rocks can be related 
to paleotemperatures (e.g., smectite occurs at temperatures below about 100°C; 
mixed-layer clays are stable up to about 200°C; illite forms at temperatures above 
200°C). The useful temperature range of the method is up to about 300°C. 

Analysis of Zeolite Facies Mineral Assemblages 
Zeolite facies minerals form authigenically in volcaniclastic sediments through al
teration of chemically reactive volcanic materials. They form in the overlapping 
temperature range of diagenesis and metamorphism and show a progression of 
mineral facies that is a reflection of temperature (and pressure) of buriaL Temper
ature theoretically exerts a strong control on the types of zeolite minerals that occur 
together. For example, heulandite and analcite tend to form at temperatures below 
about 100°-l25°C, whereas laumontite and pumpellyite form at temperatures be
tween 100°-l25°C and 175°-200°C. Thus, temperatures, up to about 200°-250°C, 
can be established roughly on the basis of the assemblages of zeolite minerals pre
sent in a rock. 

Analysis of Auid Inclusions 
Fluid inclusions occur in a variety of sedimentary materials: geodes, vugs, and 
veins in sediments; sedimentary ore deposits; carbonate and quartz cements in 
sedimentary rocks; salt and sulfur deposits; petroleum reservoir rocks; and spha
lerite (zinc-bearing ore mineral) in bituminous coal beds. Recrystallization of min
erals or formation of overgrowths on minerals during diagenesis may trap fluids 
as minute inclusions in the crystals. Fluid inclusions commonly consist of a liquid 
plus a bubble of gas. Presumably, the inclusion consisted of a single fluid phase at 
the time of formation, which separated into two phases upon cooling. By reheat
ing the mineral until the phase boundary between the liquid and gas can be seen 
to just disappear, the approximate temperature at which the inclusion formed can 
be established-taking into account an estimate of the pressure of formation. The 
method is useful at temperature ranges from about 25°C to 150°-200°C. 

Oxygen Isotope Ratios 
The fractionation factor a between two coexisting minerals is defined as 

esa;t60)A 
aA-B = eso;t60)B 
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where A and B refer to two oxygen-containing minerals. The ratio of 180/160 in 
two coexisting oxygen-bearing minerals (from the same specimen) such as quartz 
and illite is commonly different. The amount of this difference has been shown to 
be a function of the maximum temperature to which the rock containing the min-
erals was heated during diagenesis. Therefore, the isotopic fractionation, or differ-
ence between the 180/160 ratios of two minerals that have reached equilibrium 
with each other, can be used to calculate the maximum diagenetic temperature to 
which the rock was heated. For example, isotopic fractionation between quartz 
and illite pairs is greatest at low temperatures and decreases with increasing tem-
perature. The method is useful to temperatures of about 400°C. 

Detrital Thermochronology 

Detrital thermochronology is a technique that permits age-dating of single mineral 
grains in sedimentary rocks to provide information about sediment provenance, 
thermal histories and exhumation of sediment source areas, and landscape evolu
tion (Bernet and Spiegel, 2004a). Several techniques for detrital thermochronology 
are available, such as 

1. Uranium-lead ( U-Pb) dating of zircons 
2. Argon-argon (40 A-39 A) dating of white micas 
3. Fission-track dating of uranium-bearing minerals, particularly apatite and zircon 
4. Fission-track dating of pebbles in conglomerates 
5. Uranium-thorium/helium (U-Th/He) thermochronology, particularly of apatite 

and zircon 

Application of detrital thermochronology to provenance analysis is of partic
ular interest to sedimentologists. Estimating the ages of single mineral grains, 
such as zircon and apatite, provides ages of the source areas from which the min
erals were derived. Such analysis makes possible correlation with specific source 
areas of known ages. Dating of pebbles by fission-track methods is particularly 
useful, because the pebbles provide information about the lithologic characteris
tics of the source areas as well as their ages. 

Thermochemistry may also be applied to analysis of landscape evolution. 
Provenance information can be used to trace pathways of sediment transport and 
can help in the reconstruction of paleocurrent directions and identification of ma
rine connections, which have implications for paleoecology and climatic evolu
tion. Details of detrital thermochronologic techniques and applications may be 
found in Bernet and Spiegel (2004b) and references therein. 
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North American Commission on Stratigraphic Nomenclature 

FOREWORD 

This code of recommended procedures for classifying and naming 
stratigraphic and related units has been during a four-year peri-
od, by and for North American earth under the auspices of the 
North American Commission on Stratigraphic Nomenclature. It repre
sents the thought and work of scores of persons, and thousands of hours 
of writing and editing. Opportunities to participate in and review the 
work have been provided throughout its development, as cited in the Pre
amble, to a degree unprecedented during preparation of earlier codes. 

Publication of the International Stratigraphic Guide in 1976 made evi
dent some insufficiencies of the American Stratigraphic Codes of 1961 and 
1970. The Commission considered whether to discard our codes, patch 
them over, or rewrite them fully, and chose the last. We believe it desirable 
to sponsor a code of stratigraphic practice for use in North America, for 
we can adapt to new methods and points of view more rapidly than a 
worldwide body. A timely example was the recognized need to develop 
modes of establishing formal nonstratiform (igneous and high-grade 
metamorphic) rock units, an objective which is met in this Code, but not 
yet in the Guide. 

The ways in which this Code differs from earlier American codes are ev
ident from the Contents. Some categories have disappeared and others are 
new, but this Code has evolved from earlier codes and from the Interna
tional Stratigraphic Guide. Some new units have not yet stood the test of 
long practice, and conceivably may not, but they are introduced toward 
meeting recognized and defined needs of the profession. Take this Code, 
use it, but do not condemn it because it contains something new or not of 
direct interest to you. Innovations that prove unacceptable to the profes
sion will expire without damage to other concepts and procedures, just as 
did the geologic-climate units of the 1961 Code. 

This Code is necessarily somewhat innovative becatL�e of: (1) the decision 
to write a new code, rather than to revise the old; (2) the open invitation to 

1Manuscript received, December 20, 1982; 21, 1<183. Copies are 
available at $1.00 per copy postpaid. Order from Association of Petroleum 
Geologists, Box 979, Tulsa, Oklahoma 74101. 

1 Reprinted by permission from American Association of Petroleum Geologists Bul
letin, v. 67, no. 5 (May 1983), pp. 841-875. 

members of the geologic profession to offer suggestions and ideas, both in 
writing and orally; and (3) the progress in the earth sciences since comple
tion of previous codes. This report strives to incorporate the strength and 
acceptance of established practice, with suggestions for meeting future 
needs perceived by our colleagu<'s; its authors have attempted to bring to
gether the good from the past, the lessons of the Guide, and carefully rea
soned provisions for the immediate future. 

Participants in preparation of this Code are listed in Appendix I, but 
many others helped with their suggestions and comments. Major contri
butions were made by the members, and especially the chairmen, of the 
named subcommittees and advisory groups under the guidance of the 
Code Committee, chaired by Steven S. Oriel, who also served as principal, 
but not sole, editor. Amidst the noteworthy contributions by many, those 
of James D. Aitken have been outstanding. The work was performed for 
and supported by the Commission, Chaired by Malcolm P. Weiss from 
1978 to 1982. 

This Code is the truly North American effort. Many former 
and current representing not only the ten organizational 
members of the North American Commission on Stratigraphic Nomencla
ture (Appendix II), but other institutions as well, generated the product. 
Endorsement by constituent organizations is anticipated, and scientific 
communication will be fostered if Canadian, United States, and Mexican 
scientists, editors, and administrators consult Code recommendations for 
guidance in scientific reports. The Commission will appreciate reports of 
formal adoption or endorsement of the Code, and asks that they be trans
mitted to the Chairman of the Commission (c/o American Association of 
Petroleum Geologists, Box 979, Tulsa, Oklahoma 74101, U.S.A.). 

Any code necessarily represents but a stage in the evolution of scientific 
communication. Suggestions for future changes of, or additions to, the 
North American Stratigraphic Code are welcome. Suggested and adopted 
modifications will be announced to the profession, as in the past, by serial 
Notes and Reports published in the Bulletin of the American Association 
of Petroleum Geologists. Suggestions may be made to representatives of 
your association or who are current commissioners, or directly to 
the Commission Commission meets annually, during the na-
tional meetings of the Geological Society of America. 
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PERSPECTIVE 

PART I. PREAMBLE 

BACKGROUND 

Codes of Stratigraphic Nomenclature prepared by the American Com
mission on Stratigraphic Nomenclature (ACSN, 1961) and its predecessor 
(Committee on Stratigraphic Nomenclature 1933) have been used widely 
as a basis for stratigraphic terminology. Their formulation was a response 
to needs recognized during the past century by government surveys 
(both national and local) and by editors of scientific journals for uniform 
standards and common procedures in defining and classifying formal 
rock bodies, their fossils, and the time spans represented by them. The 
most recent Code (ACSN, 1970) is a slightly revised version of that pub
lished in 1961, incorporating some minor amendments adopted by the 
Commission between 1962 and 1969. 'The Codes have served the profes
sion admirably and have been drawn upon heavily for codes and guides 
prepared in other parts of the world (ISSC, 1976, p. 104-106). The princi
ples embodied by any code, however, reflect the state of knowledge at the 
time of its preparation, and even the most recent code is now in need of 
revision. 

New concepts and techniques developed during the past two decades 
have revolutionized the earth sciences. Moreover, increasingly evident 
have been the limitations of previous codes in meeting some needs of Pre
cambrian and Quaternary geology and in classification of plutonic, high
grade metamorphic, volcanic, and intensely deformed rock assemblages. 
In addition, the important contributions of numerous international strati
graphic organizations associated with both the International Union of Ge
ological Sciences (JUGS) and UNESCO, including working groups of the 
International Geological Correlation Program (IGCP), merit recognition 
and incorporation into a North American code. 

For these and other reasons, revision of the American Code has been 
undertaken by committees appointed by the North American Commis
sion on Stratigraphic Nomenclature (NACSN). The Commission, found
ed as the American Commission on Stratigraphic Nomenclature in 1946 
(ACSN, 1947), was renamed the NACSN in 1978 (Weiss, 1979b) to em
phasize that delegates from ten organizations in Canada, the United 
States, and Mexico represent the geological profession throughout North 
America (Appendix II). 

Although many past and current members of the Commission helped 
prepare this revision of the Code, the participation of all interested geolo
gists has been sought (for example, Weiss, 1979a). Open forums were held 
at the national meetings of both the Geological Society of America at San 
Diego in November, 1979, and the American Association of Petroleum Ge
ologists at Denver in June, 1980, at which comments and suggestions were 
offered by more than 150 geologists. The resulting draft of this report was 
printed, through the courtesy of the Canadian Society of Petroleum Geol
ogists, on October 1, 1 981, and additional comments were invited from the 
profession for a period of one year before submittal of this report to the 
Commission for adoption. More than 50 responses were received with suf
ficient suggestions for improvement to prompt moderate revision of the 
printed draft (NACSN, 1981). We are particularly indebted to Hollis D. 
Hedberg and Amos Salvador for their exhaustive and perceptive reviews 
of early drafts of this Code, as well as to those who responded to the re
quest for comments. Participants in the preparation and revisions of this 
report, and conferees, are listed in Appendix I. 
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SCOPE 

The North American Stratigraphic Code seeks to describe explicit prac
tices for classifying and naming all formally defined geologic units. 
Stratigraphic procedures and principles, although developed initially to 
bring order to strata and the events recorded therein, are applicable to all 
earth materials, not solely to strata. They promote systematic and rigorous 
study of the compositions, geometry, sequence, history, and genesis of 
rocks and unconsolidated materials. They provide the framework within 
which time and space relations among rock bodies that constitute the 
Earth are ordered systematically. Stratigraphic procedures are used not 
only to reconstruct the history of the Earth and of extra-terrestrial bodies, 
but also to define the distribution and geometry of some commodities 
needed by society. Stratigraphic classification systematically arranges and 
partitions bodies of rock or unconsolidated materials of the Earth's crust 
into units based on their inherent properties or attributes. 

A stratigraphic code or guide is a formulation of current views on strati
graphic principles and procedures designed to promote standardized clas
sification and formal nomenclature of rock materials. It provides the basis 
for formalization of the language used to denote rock units and their spa
tial and temporal relations. To be effective, a code must be widely accepted 
and used; geologic organizations and joumaL� may adopt its recommenda
tions for nomenclatural procedure. Because any code embodies only cur-
rent concepts and principles, it should have the flexibility to provide for 
both changes and additions to improve its relevance to new scientific 
problems. 

Any system of nomenclature must be suificiently explicit to enable 
users to distinguish objects that are embraced in a class from those that are 
not. This stratigraphic code makes no attempt to systematize structural, 
petrographic, paleontologic, or physiographic terms. Terms from these 
other fields that are used as part of formal stratigraphic names should be 
sufficiently general as to be unaffected by revisions of precise petrograph
ic or other classifications. 

The objective of a system of classification is to promote unambiguous 
communication in a manner not so restrictive as to inhibit scientific 
progress. To minimize ambiguity, a code must promote recognition of the 
distinction between observable features (reproducible data) and infer
ences or interpretations. Moreover, it should be sufficiently adaptable and 
flexible to promote the further development of science. 

Stratigraphic classification promotes understanding of the geometry and 
sequence of rock bodies. The development of stratigraphy as a science re
quired formulation of the Law of Superposition to explain sequential 
stratal relations. Although superposition is not applicable to many ig
neous, metamorphic, and tectonic rock assemblages, other criteria (such as 
cross-cutting relations and isotopic dating) can be used to determine se
quential arrangements among rock bodies. 

The term stratigraphic unit may be defined in several ways. Etymological 
emphasis requires that it be a stratum or assemblage of adjacent strata dis
tinguished by any or several of the many properties that rocks may pos
sess (lSSC, 1976, p. 13). The scope of stratigraphic classification and 
procedures, however, suggests a broader definition: a naturally occurring 
body of rock or rock material distinguished from adjoining rock on the 
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basis of some stated property or properties. Commonly used properties 
include composition, texture, included fossils, magnetic signature, ra
dioactivity, seismic velocity, and age. Sufficient care is required in defining 
the boundaries of a unit to enable others to distinguish the material body 
from those adjoining it. Units based on one property commonly do not co
incide with those based on another and, therefore, distinctive terms are 
needed to identify the property used in defining each unit. 

The adjective stratigraphic is used in two ways in the remainder of 
this report. In discussions of lithic (used here as synonymous with 
"lithologic") units, a conscious attempt is made to restrict the term to 
lithostratigraphic or layered rocks and sequences that obey the Law of Su
perposition. For nonstratiform rocks (of plutonic or tectonic origin, for ex
ample), the term lithodemic (see Article 27) is used. The adjective 
stratigraphic is also used in a broader sense to refer to those procedures de
rived from stratigraphy which are now applied to all classes of earth ma
terials. 

An assumption made in the material that follows is that the reader has 
some degree of familiarity with basic principles of stratigraphy as out
lined, for example, by Dunbar and Rodgers (1957), Weller (1960), Shaw 
(1964), Matthews (1974), or the International Stratigraphic Guide (ISSC, 
1976). 

RELATION OF CODES TO INTERNATIONAL GUIDE 

Publication of the International Stratigraphic Guide by the International 
Subcommission on Stratigraphic Classification (ISSC, 1976), which is 
being endorsed and adopted throughout the world, played a part in 
prompting examination of the American Stratigraphic Code and the deci
sion to revise it. 

The International Guide embodies principles and procedures that had 
been adopted by several national and regional stratigraphic committees 
and commissions. More than two decades of effort by H. D. Hedberg and 
other members of the Subcommission (ISSC, 1976, p. VI, 1, 3) developed 
the consensus required for preparation of the Guide. Although the Guide 
attempts to cover all kinds of rocks and the d iverse ways of investigating 
them, it is necessarily incomplete. Mechanisms are needed to stimulate in
dividual innovations toward promulgating new concepts, principles, and 
practices which subsequently may be found worthy of inclusion in later 
editions of the Guide. The flexibility of national and regional committees 
or commissions enables them to perform this function more readily than 
an international subcommission, even while they adopt the Guide as the 
international standard of stratigraphic classification. 

A guiding principle in preparing this Code has been to make it as con
sistent as possible with the international Guide, which was endorsed by 
the ACSN in 1976, and at the same time to foster further innovations to 
meet the expanding and changing needs of earth scientists on the North 
American continent. 

OVERVIEW 

CATEGORIES RECOGNIZED 

An attempt is made in this Code to strike a balance between serving the 
needs of those in evolving specialties and resisting the proliferation of cat
egories of units. Consequently, more formal categories are recognized here 
than in previous codes or in the International Guide (ISSC, 1976). On the 
other hand, no special provision is made for formalizing certain kinds of 
units (deep oceanic, for example) which may be accommodated by avail
able categories. 

Four principal categories of units have previously been used widely in 
traditional stratigraphic work; these have been termed lithostratigraphic, 
biostratigraphic, chronostratigraphic, and geochronologic and are distin
guished as follows: 

1 .  A lithostratigraphic unit is a stratum or body of strata, generally but not 
invariably layered, generally but not invariably tabular, which conforms 
to the Law of Superposition and is distinguished and delimited on the 
basis of lithic characteristics and stratigraphic position. Example: Navajo 
Sandstone. 

2. A biostratigraphic unit is a body of rock defined and characterized by 
its fossil content. Example: Discoaster multiradiatus Interval Zone. 

3. A chronostratigraphic unit is a body of rock established to serve as the 
material reference for all rocks formed during the same span of time. Ex
ample: Devonian System. Each boundary of a chronostratigraphic unit is 
synchronous. Chronostratigraphy provides a means of organizing strata 
into units based on their age relations. A chronostratigraphic body also 
serves as the basis for defining the specific interval of geologic time, or 
geochronologic unit, represented by the referent. 

4. A geochronologic unit is a division of time distinguished on the basis of 
the rock record preserved in a chronostratigraphic unit. Example: Devon
ian Period. 

The first two categories are comparable in that they consist of material 
units defined on the basis of content. The third category differs from the first 
two in that it serves primarily as the standard for recognizing and isolating 

materials of a specific age. The fourth, in contrast, is not a material, but 
rather a conceptual, unit; it is a division of time. Although a geochrono
logic unit is not a stratigraphic body, it is so intimately tied to chrono
stratigraphy that the two are discussed properly together. 

Properties and procedures that may be used in distinguishing geologic 
units are both diverse and numerous (ISSC, 1976, p. 1, 96; Harland, 1977, p. 
230), but all may be assigned to the following principal classes of categories 
used in stratigraphic classification (Table 1), which are discussed below: 

I. Material categories based on content, inherent attributes, or physical 
limits, 

II. Categories distinguished by geologic age: 
A. Material categories used to define temporal spans, and 
B. Temporal categories. 

Table 1. Categories of Units Defined" 

MATERIAL CATEGORIES BASED ON CONTENT OR PHYSICAL 
LIMITS 

Lithostratigraphic (22) 
Lithodemic (31) .. 
Magnetopolarity (44) 
Biostratigraphic (48) 
Pedostratigraphic (55) 
Allostratigraphic (58) 

CATEGORIES EXPRESSING OR RELATED TO GEOLOGIC AGE 
Material Categories Used to Define Temporal Spans 
Chronostratigraphic (66) 
Polarity-Chronostratigraphic (83) 
Temporal (Non-Material) Categories 
Geochronologic (80) 
Polarity-Chronologie (88) 
Diachronic (91) 
Geochronometric (96) 

*Numbers in parentheses are the numbers of the Articles where units are defined. 
**Italicized categories are those introduced or developed since publication of the 

previous code (ACSN, 1970). 

Material Categories Based on Content or Physical Limits 

The basic building blocks for most geologic work are rock bodies de
fined on the basis of composition and related lithic characteristics, or on 
their physical, chemical, or biologic content or properties. Emphasis is 
placed on the relative objectivity and reproducibility of data used in defin
ing units within each category. 

Foremost properties of rocks are composition, texture, fabric, structure, 
and color, which together are designated lithic characteristics. These serve 
as the basis for distinguishing and defining the most fundamental of all 
formal units. Such units based primarily on composition are divided into 
two categories (Henderson and others, 1980): lithostratigraphic (Article 
22) and Jithodemic (defined here in Article 31). A lithostratigraphic unit 
obeys the Law of Superposition, whereas a lithodemic unit does not. A 
litlwdemic unit is a defined body of predominantly intrusive, highly meta
morphosed, or intensely deformed rock that, because it is intrusive or has 
lost primary structure through metamorphism or tectonism, generally 
does not conform to the Law of Superposition. 

Recognition during the past several decades that remanent magnetism 
in rocks records the Earth's past magnetic characteristic (Cox, Doell, and 
Dalrymple, 1963) provides a powerful new tool encompassed by magne
tostratigraphy (McDougall, 1977; McElhinny, 1978). Magnetostratigraphy 
(Article 43) is the study of remanent magnetism in rocks; it is the record of 
the Earth's magnetic polarity (or field reversals), dipole-field-pole position 
(including apparent polar wander), the non-dipole component (secular 
variation), and field intensity. Polarity is of particular utility and is used to 
define a maguetopolarity unit (Article 44) as a body of rock identified by its 
remanent magnetic polarity (ACSN, 1976; ISSC, 1979). Empirical demon
stration of uniform polarity does not necessarily have direct temporal con
notations because the remanent magnetism need not be related to rock 
deposition or crystallization. Nevertheless, polarity is a physical attribute 
that may characterize a body of rock. 

Biologic remains contained in, or forming, strata are uniquely important 
in stratigraphic practice. First, they provide the means of defining and rec
ognizing material units based on fossil content (biostratigraphic units). 
Second, the irreversibility of organic evolution makes it possible to parti
tion enclosing strata temporally. Third, biologic remains provide impor
tant data for the reconstruction of ancient environments of deposition. 

Composition also is important in distinguishing pedostratigraphic 
units. A pedostratigraphic unit is a body of rock that consists of one or more 
pedologic horizons developed in one or more lithic units now buried by a 
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formally defined lithostratigraphic or allostratigraphic unit or units. A pe
dostratigraphic unit is the part of a buried soil characterized by one or 
more clearly defined soil horizons containing pedogenically formed min
erals and organic compounds. Pedostratigraphic terminology is discussed 
below and in Article 55. 

Many upper Cenozoic, especially Quaternary, deposits are distin
guished and delineated on the basis of content, for which lithostratigraph
ic classification is appropriate. However, others are delineated on the basis 
of criteria other than content. To facilitate the reconstruction of geologic 
history, some compositionally similar deposits in vertical sequence merit 
distinction as separate stratigraphic units because they are the products of 
different processes; others merit distinction because they are of demon
strably different ages. Lithostratigraphic classification of these units is im
practical and a new approach, allostratigraphic classification, is introduced 
here and may prove applicable to older deposits as well. An allostratig
raphic unit is a mappable stratiform body of sedimentary rock defined and 
identified on the basis of bounding discontinuities (Article 58 and related 
Remarks). 

Geologic-Climate units, defined in the previous Code (ACSN, 1970, p. 31), 
are abandoned here because fhey proved to be of dubious utility. Inferences 
regarding climate are subjective and too tenuous a basis for the definition of 
formal geologic units. Such inferences commonly are based on deposits as
signed more appropriately to lithostratigraphic or allostratigraphic units and 
may be expressed in terms of diachronic units (defined below). 

Categories Expressing or Related to Geologic Age 

Time is a single, irreversible continuum. Nevertheless, various cate· 
gories of units are used to define intervals of geologic time, just as terms 
having different bases, such as Paleolithic, Renaissance, and Elizabethan, 
are used to designate specific periods of human history. Different tempo
ral categories are established to express intervals of time distinguished in 
different ways. 

Major objectives of stratigraphic classification are to provide a basis for 
systematic ordering of the time and space relations of rock bodies and to 
establish a time framework for the discussion of geologic history. For such 
purposes, units of geologic time traditionally have been named to repre
sent the span of time during which a well-described sequence of rock, or a 
chronostratigraphic unit, was deposited ("time units based on material 
referents," Fig. 1). This procedure continues, to the exclusion of other pos
sible approaches, to be standard practice in studies of Phanerowic rocks. 
Despite admonitions in previous American codes and the International 
Stratigraphic Guide (ISSC, 1976, p. 81) that similar procedures should be 
applied to the Precambrian, no comparable chronostratigraphic units, or 
geochronologic units derived therefrom, proposed for the Precambrian 

have yet been accepted worldwide. Instead, the lUGS Subcommission on 
Precambrian Stratigraphy (Sims, 1979) and its Working Groups (Harrison 
and Peterman, 1980) recommend division of Precambrian time into 
geochronometric units having no material referents. 

A distinction is made throughout this report between L<ochronous and 
synchronous, as urged by Cumming, Fuller, and Porter (1959, p. 730), al
though the terms have been used synonymously by many. Isochronous 
means of equal duration; synchronous means simultaneous, or occurring at 
the same time. Although two rock bodies of very different ages may be 
formed during equal durations of time, the term isochronous is not applied 
to them in the earth sciences. Rather, isochronous bodies are those bound
ed by synchronous surfaces and formed during the same span of time. 
Isochron, in contrast, is used for a line connecting pints of equal age on a 
graph representing physical or chemical phenomena; the line represents 
the same or equal time. The adjective diachronous is applied either to a rock 
unit with one or two bounding surfaces which are not synchronous, or to 
a boundary which is not synchronous (which "transgresses time"). 

Two classes of time units based on material referents, or stratotypes, are 
recognized (Fig. 1). The first is that of the traditional and conceptually 
isochronous units, and includes geochronologic units, which are based on 
chronostratigraphic units, and polarity-geochronologic units. These isochro
nous units have worldwide applicability and may be used even in areas 
lacking a material record of the named span of time. The second class of 
time units, newly defined in this Code, consists of diachronic units (Article 
91 ), which are based on rock bodies known to be diachronous. In contrast 
to isochronous units, a diachronic term is used only where a material ref
erent is present; a diachronic unit is coextensive with the material body or 
bodies on which it is based. 

A chronostratigraphic unit, as defined above and in Article 66, is a body of 
rock established to serve as the material reference for all rocks formed dur
ing the same span of time; its boundaries are synchronous. It is the referent 
for a geochronologic unit, as defined above and in Article 80. Internationally 
accepted and traditional chronostratigraphic units were based initially on 
the time spans of lithostratigraphic units, biostratigraphic units, or other 
features of the rock record that have specific durations. In sum, they form 
the Standard Global Chronostratigraphic Scale (ISSC, 1976, p. 76-81; Har
land, 1978), consisting of established systems and series. 

A polarity-cl1ronostratigraphic unit i& a body of rock that contains a pri
mary magnetopolarity record imposed when the rock was deposited or 
crystallized (Article 83). It serves as a material standard or referent for a 
part of geologic time during which the Earth's magnetic field had a char
acteristic polarity or sequence of polarities; that is, for a polarity-chronologie 
unit (Article 88). 

A diachronic unit comprises the unequal spans of time represented by 
one or more specific diachronous rock bodies (Article 91). Such bodies 

I FORMAL UNITS DISTINGUISHED BY GEOLOGIC AGE I 

I UNITS BASED ON MATERIAL REFERENTS UNITS INDEPENDENT OF MATERIAL REFERENTS I 

! ISOCHRONOUS DIACHRONOUS I ! ISOCHRONOUS I 

CHRONOSTRATIGRAPHIC � 
(66) H GEOCHRONOLOGIC 

* (80) 
LITHOSTRATIGRAPHIC (22) 
BIOSTRATIGRAPHIC (48) �DIACHRONIC + (91JI JGEOCHRONOMETRIC ' (96JI POlARITY POLARITY ALLOSTRATIGRAPHIC (58) 

CHRONOSTRATIGRAPHIC -'- GEOCHRONOLOGIC PEDOSTRATIGRAPHIC (55) 
(83) * (88) 

* Applicable world-wide 
+ Applicable only where material referents are present 
( ) Number of article in which defined 

Figure 1. 
Relation of geologic time units to the kinds of rock-unit referents on which most are based. 
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may be lithostratigraphic, biostratigraphic, pedostratigraphic, allostrati
graphic, or an assemblage of such units. A diachronic unit is applicable 
only where its material referent is present. 

Ageochronometric (or chronometric) unit is an isochronous direct division 
of geologic time expressed in years (Article %). It has no material referent. 

Pedostratigraphic Terms 

The definition and nomenclature for pedostra tigraphic2 units in this 
Code differ from those for soil-stratigraphic units in the previous Code 
(ACSN, 1970, Article 18), by being more specific with regard to content, 
boundaries, and the basis for determining stratigraphic position. 

The term "soil" has different meanings to the geologist, the soil scientist, 
the and the layman, and commonly has no stratigraphic signifi-
cance. term paleosol is currently used in "lorth America for any soil 
that formed on a landscape of the past; it may be a buried soil, a relict soil, 
or an exhumed soil (Ruhe, 1965; Valentine and Dalrymple, 1976). 

A pedologic soil is composed of one or more soil horizons.3 A soil horizon 
is a layer within a pedologic soil that (1) is approximately parallel to the 
soil surface, (2) has distinctive physical, chemical, biological, and morpho
logical properties that differ from those of adjacent, genetically related, 
soil horizons, and (3) is distinguished from other soil horizons by objective 
compositional properties that can be observed or measured in the field. 
The physical boundaries of buried pedologic horizons are objective trace
able boundaries with stratigraphic significance. A buried pedologic soil 
provides the material basis for definition of a stratigraphic unit in pedos
tratigraphic classification (Article 55), but a buried pedolot,>ic soil may be 
somewhat more inclusive than a pedostratigraphic trnit. A pedologic soil 
may contain both an 0-horizon and the entire C-horizon (Fig. 6), whereas 
the former is excluded and the latter need not be included in a pedostrati
graphic unit. 

The definition and nomenclature for pedostratigraphic units in this 
Code differ from those of soil stratigraphic onits proposed by the Interna
tional Union for Quaternary Research and International Society of Soil Sci
ence (Parsons, 1981). The pedostratigraphic unit, geosol, also differs from 
the proposed INQUA-ISSS soil-stratigraphic unit, pedoderm, in several 
ways, the most important of which are: (1) a geosol may be in any part of 
the geologic column, whereas a pedoderm is a surficial soil: (2) a geosol is 
a buried soil, whereas a pedoderm may be a buried, relict, or exhumed 
soil: (3) the boundaries and stratigraphic position of a geosol are defined 
and delineated by criteria that differ from those for a pedoderm; and a 

may be either all or only a part of buried soil, whereas a 
is the entire soiL 

The term geosol, as defined by Morrison (1967, p. 3), is a laterally traceable, 
mappable, weathering profile that has a consistent stratigraphic 
position. term is adopted and redefined here as the fundamental and 
only unit in formal pedostratigraphic classification (Article 56). 

FORMAL AND INFORMAL UNITS 

Although the emphasis in this Code is necessa rily on formal categories 
of geologic units, informal nomenclature is highly useful in stratigraphic 
work. 

Formally named units are those that are named in accordance with an 
established scheme of classification; the fact of formality is conveyed by 
capitalization of the initial letter of the rank or umt term (for example, Mor
rison Formation). Informal units, whose unit terms are ordinary nouns, 
are not protected by the stability provided by proper formalization and 
recommended classification procedures. Informal terms are devised for 
both economic and scientific reasons. Formalization is appropriate for 
those units requiring stability of nomenclature, particularly those likely to 
be extended far beyond the locality in which they were first recognized. 
Informal terms are appropriate for casually mentioned, innovative, and 
most economic units, those defined bv unconventional criteria, and those 
that may be too thin to map at usual scales. 

Casually mentioned geologic units not defined in accordance with this 
Code are informal. For many of these, there may be insufficient need or in
formation, or perhaps an inappropriate basis, for formal designations. In
formal designations as beds or lithozones (the pebbly beds, the shaly zone, 
third coal) are appropriate for such units. 

Most economic units, such as oil sands, coal beds, quarry 
and "reefs," are informal, even though they may be 
Some such however, are so significant scientifically and economically 
that they merit formal recognition as beds, members, or formations. 

Greek, pedon, ground or soi I 
in a geological sense, a horizon is a surface or line. 1n pedology, however, i t  

i s  a body of material, and such usage is continued here. 

Innovative approaches in regional stratigraphic studies have resulted in 
the recognition and definition of units best left as informal, at least for the 
time being. Units bounded by major regional unconformities on the North 
American craton were designated "sequences" (example: Sauk sequence) by 
Sloss (1963). Major unconformity-bounded units also were designated "syn
thems" by Chang (1975), who recommended that they be treated formally. 
Marker-defined units that are continuous from one lithofacies to another 
were designated "formats" by Forgotson (1957). The term "chronosome" 
was proposed by Schultz (1982) for rocks of diverse facies corresponding 
to geographic variations in sedimentation during an interval of deposition 
identified on the basis of bounding stratigraphic markers. Successions of 
faunal zones ('Ontaining evolutionally related forms, but bounded by non
evolutionary biotic discontinuities, were termed "biomeres" (Palmer, 
1965). The foregoing are a few selected examples to demonstrate how 
informality provides a avenue for innovation. 

The terms magnafacies and coined by Caster (1934) to empha-
size the distinction between and chronostratigraphic 
units in sequences displaying marked variation, have remained in-
formal despite their impact on clarifying the concepts involved. 

Tephrochronologic studies provide examples of informal units too thin 
to map a t  conventional scales but yet invaluable for dating important geo
logic events. Although some such units are named for physiographic fea
tures and places where first recognized (e.g., Guaje pumice bed, where it is 
not mapped as the Guaje Member of the Bandelier Tuff), others bear the 
same name as the volcanic v.mt (e.g., Huckleberry Ridge ash bed of lzett 
and Wilcox, 1981). 

Informal geologic units are 
geographic terms and lithic or 
formation or beds, St. Francis coal). 

by ordinary nouns, adjectives or 
that are not capitalized (chalky 

No geologic unit should be established and defined, whether formally 
or informally, unless its recognition serves a clear purpose. 

CORRELATION 

Correlation is a procedure for demonstrating correspondence between 
geographically separated parts of a geologic unit. The term is a general 
one having diverse meanings in differ<mt disciplines. Demonstra tion of 
temporal correspondence is one of the most important objectives of 
stratigraphy. The term "correlation" frequently is misused to express the 
idea that a unit has been identified or recognized. 

Correlation is used in this Code as the demonstration of correspondence 
between two geologic units in both some defined and relative 
stratigraphic position. Because correspondence may on various 
properties, three kinds of correlation are best distinguished by more 
cific terms. Lithocorrelation links units of similar lithology and ,u·an>!I·>VJn
ic position (or sequential or geometric relation, for lithodernic 
Biocorrelation expresses similarity of fossil content and biostratigraphic po
sition. Chronocorrelation expresses correspondence in age and in chrono
stratigraphic position. 

Other terms that have been used for the similarity of content and stratal 
succession are hornotaxy and chronotaxy. Homotaxy is the similarity in 
separate regions of the serial arrangement or succession of strata of corn
parable compositions or of included fossils. The term is derived from 
homotaxis, proposed by Huxley (1862, p. xlvi) to emphasize that similarity 
in succession does not prove age equivalence of comparable units. The 
term chronotaxy has been applied to similar stratigraphic sequences corn
posed of units which are of equivalent age (Henbest, 1952, p. 310). 

Criteria used for ascertaining temporal and other types of correspon
dence are diverse (ISSC, 1976, p. 86-93) and new criteria will emerge in the 
future. Evolving statistical tests, as well as isotopic and paleomagnetic 
techniques, complement the traditional paleontologic and lithologic pro
cedures. Boundaries defined by one set of criteria need not correspond to 
those defined by others. 

PART II. ARTICLES 

INTRODUCTlON 

Article This Code describes stratigraphic proce-
dures for and naming geologic accorded formal status. 
Such procedures, widely adopted, assure consistent and uniform usage 
in classification and terminology and therefore promote unambiguous 
communication. 

Article 2.-Categories. Ca tegories of formal stratigraphic units, though 
diverse, are of three classes (Table 1) .  The first class is of rock-material cat
egories based on inherent attributes or content and stratigraphic position, 
and includes lithostratigraphic, lithodemic, magnetopolarity, biostrati
graphic, pedostratigraphic, and allostratigraphic units. The second class is 
of material categories used as standards for defining spans of geologic 
time, and includes chronostratigraphic and polarity-chronostratigraphic 
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units. The third class is of non-material temporal categories, and includes 
geochronologic, polarity-chronologie, geochronometric, and diachronic 
units. 

GENERAL PROCEDURES 

DEFINITION OF FORMAL UNITS 

Article 3.-Requirernents for Formally Named Geologic Units. 
Naming, establishing, revising, redefining, and abandoning formal geo
logic units require publication in a recognized scientific medium of a 
comprehensive statement which includes: (i) intent to designate or 
modify a formal unit; (ii) designation of category and rank of unit; (iii) 
selection and derivation of name; (iv) specification of stratotype (where 
applicable); (v) description of unit; (vi) definition of boundaries; (vii) 
historical background; (viii) dimensions, shape, and other regional as
pects: {ix) geologic age; (x) correlations; and possibly (xi) genesis (where 
applicable). These requirements apply to subsurface and offshore, as 
well as exposed, units. 

Article 4.-Publication.4 "Publication in a recognized scientific medi
um" in conformance with this Code means that a work, when first issued, 
must (1) be reproduced in ink on paper or by some method that assures 
numerous identical copies and wide distribution; {2) be issued for the pur
pose of scientific, public, permanent record; and (3) be readily obtainable 
by purchase or free distribution. 

Remarks. (a) Inadequate publication.-The following do not constitute publication 
within the meaning of the Code: (1) distribution of microfilms, microcards, or matter 
reproduced by similar methods; (2) distribution to colleagues or students of a note, 
even if printed, in explanation of an illustration; (3) distribution of 
proof sheets; (4) open-file release; (5) theses, and dissertation abstracts; 
(6) mention at a scientific or other meeting.: (7) mention in an abstract, map explana
tion, or figure caption; (8) labeling of a rock spe<:imen in a collection; (9) mere deposit 
of a document in a library; (10) anonymous publication; or (11) mention i n  the popular 
press or in a legal document 

(b) Guidebooks.-A guidebook with distribution limited to participants of a field 
excursion does not meet the test of availability. Some organizations publish and dis-
tribute widely editions of serial guidebook;; that include refereed regional pa-
pers; although do meet the tests of scientific purpose and availability, and 
therefore constitute valid publication, other media are preferable. 

Article 5.-lntent and Utility. To be valid, a new unit must serve a dear 
purpose and be duly proposed and duly described, and the intent to es
tablish it must be specified. Casual mention of a unit, such as "the granite 
exposed near the Middleville schoolhouse," does not establish a new for
mal unit, nor does mere use in a table, columnar section, or map. 

Remark. (a) Demonstration of purpose served.-The initial definition or revision of 
a named geologic unit constitutes, in essence, a proposal. As such, it lacks status until 
use by others demonstrates that a clear purpose has been served. A unit becomes es
tablished through repeated demonstration of its utility. The decision not to use a newly 
proposed or a newly revised term requires a full discussion of its unsuitability. 

Article 6.-Category and Rank. The category and rank of a new or re
vised unit must be specified. 

Remark (a) Need for specification.-Many controversies have arisen 
from confusion or misinterpretation of the category rmit (for example, lithostrati-
graphic vs. chronostratigraphic). Specification and unambiguous description of the cat
egory is of paramount importance. Selection and designation of an appropriate rank 
from the distinctive terminology developed for each category help serve this function 
(fable 2). 

Article 7.-Name. The name of a formal geologic unit is compound . 
For most categories, the name of a unit should consist of a geographic 
name combined with an appropriate rank (Wasatch Formation) or de
scriptive term (Viola Limestone). Biostratigraphic units are designated 
by appropriate biologic forms (Exus a/bus Assemblage Biozone). World
wide chronostratigraphic units bear long established and generally ac
cepted names of diverse origins (Triassic System). The first letters of all 
words used in the names of formal geologic units are capitalized (except 
for the trivial species and subspecies terms in the name of a biostrati
graphic unit). 

4This article is modified slightly from a statement by the International Commission 
of Zoological C\omenclature (1964, p. 7�9). 

Remarks. (a) Appropriate geographic terms.·-Geographic names derived from 
permanent natural or artificial features at or near which the unit is present are prefer
able to those derived from impermanent features such as farms, schools,. stores, 
churches, crossroads, and small communities. Appropriate names may "be selected 
from those shown on topographic, state, provincial .. county, forest servlce, hydro
graphic, or comparable maps, particularly those showing names approved by a na
tional board for geographic names. TI1e generic part of a geographic name, e.g., river, 
lake, village, should be omitted from new terms, unless required to distinguish be-
tween two otherwise identical names (e.g., Redstone Formation and Redstone River 
Formation). Two names should not be derived from the same geographic feature. A 

unit should not be named for the source of components; for example, a deposit in
ferred to have been derived from the Keewatin glaciation center should not be desig
nated the "Keewatin TilL" 

(b) Duplication of names.-ResponsibHity for avoiding duplication, either in use 
of the same name for different units (homonymy) or in use of different names for the 
same unit (synonomy), rests with the proposer. Although the same geographic term 
has been applied to different categories of units {example: the lithostratigraphic 
Word Formation and the chronostratigraphic \'Vordian Stage) nmv entrenched in the 
literature, the practice is undesirable. The extensive geologlc nomenclature of North 
America, including not only names but also nomenclatural history of formal units, is 
recorded in compendia maintained by the Committee on Nomencla-
ture of the Geological Survey of Canada, Ottawa, Ontario; by Geologic Names 
Committee of the United States Geological Survey, Reston, Virginia; by the lnstituto 
de Ciudad Universitaria, Mexicor D.E; and by many state and provincial 

surveys. These organizations respond to inquires regarding the avallabili� 
ty of names, and some are prepared to reserve names for units likely to be defined in 
the next year or two. 

(c) Priori ty and preservation of established names.-Stability of nomenclature 
is maintained by use of the rule of priority and by preservation of well-established 
names. Names should not be modified without explaining the need, Priority in 
publication is to be respected, but priority alone does not justify displacing well
established name by one neither well-known nor commonly usedi nor should an inad
equately estabHshed name be preserved merely on the basis of priority. Redefinitions 

tenns are preferable to abandonment of the names of well-established units 
may have been defined imprecisely but nonetheless in conformance with older 

and less stringent standards, 
(d) Differences of spelling and changes in name.-The geographic component of a 

weU-established name is not ..:hanged due to differences in spelling or 
changes in the name a geographic feature The name Bennett Shale, for example, 
used for more than half a century, need not be altered because the town is named Ben
net. )Jor should the Mauch Chunk Formation be changed because the town has been 

renamed Jim Thorpe. Disappearance of an impermanent geographic feature, such as a 
town, does not affect the name of an established geologic unit 

{e) Names in different countries and different languages.�··For geologic units that 
cross local and international boundaries, a single name for each is preferable to sever
al. Spelling of a geographic name commonly conforms to the usage of the country and 
linguistic group involved. Although geographic names are not translated (Cuchillo is 
not translated to Knife), lithologk or rank terms are (Edwards Limestone, Caliza Ed
wards; Formad6n La Casita, La Casita Formation).  

Article B.-Stratotypes. The designation of a unit or boundary strato
type (type section or type locality) is essential in the definition of most 
formal geologic units. Many kinds of units are best defined by reference 
to an accessible and specific sequence of rock that may be examined and 
studied by others. A stratotype is the standard (original or subsequently 
designated) for a named geologic unit or boundary and constitutes the 
basis for definition or recognition of that unit or boundary; therefore, it 
must be illustrative and representative of the concept of the unit or 
boundary being defined. 

Remarks. (d) Unit stratotypes.-A unit stratotype is the type section for a stratiform 
deposit or the type area for a nonslratiform body that serves as the standard for defin
ition and recognition of a geologic unit. The upper and lower Hmits of a unit stratotype 
are designated points in a specific sequence or locality and serve as the standards for 
definition and recognition of a stratigraphic unit's boundaries. 

(b) Boundary stratotype.-A boundary stratotype is the type locality for the bound
ary reference point for a stratigraphic unit. Both boundary stratotypes for any unit 
need to be in the same section or region. Each boundary stratotype serves as the stan
dard for definition and recognition of the bas0 of a stratigraphic unit. The top of a unit 
may be defined by the boundary stratotype of the next higher stratigraphic unit. 

(c) Type locality.-A type locality is the specified geographic locality where the stra
totype of a formal unit or unit boundary was originally defined and named. A type 
area is the geographic territory encompassing the type locality. Before the concept of a 
stratotype was developed, only type localities and areas were designated for many ge
ologic units which are now Jong- and >;.veil-established. Stratotypes, though now 
mandatory in defining most stratiform units, are impractical in definitions of many 
large nonstratiform rock bodies whose diverse major components may be best dis
played at several reference localities. 

(d) Composite-stratotype.-A composite-stratotype consists of several reference 
sections (which may include a type section) required to demonstrate the range or total
ity of a stratigraphic unit. 
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Table 2. Categories and Ranks of Units Defined in This Code• 
A. Material Units 

LITHOSTRATIGRAPHIC LITHODEMIC MAGNETOPOLARITY BIOSTRATIGRAPHIC PEDOSTRATIGRAPHIC ALLOSTRATIGRAPHIC 

Supergroup Supersuite >< a; 
p_ 

Group Suite E Polarity Allogroup c 
u Superzone 

Formation Litlwdeme Polarity zone Biozone {interval, Geosol Alloformation 
Assemblage or 

Abundance) 
Member Polarity Subbiozone Allomember 

(or Lens, or Tongue) Subzone 

Bed(s) 
or Fiow(s) 

B. Temporal and Related Chronostratigraphic Units 

CHRONO- GEOCHRONOLOGIC POLARITY CHRONO- POLARITY 
STRATIGRAPHIC GEOCHRONOMETRIC STRATIGRAPHIC CHRONOLOGIC DIACHRONIC 

Eonothem Eon Polarity Polarity 
Superchronozone Superchron 

Era them Era 
(Supersystem) (Superperiod) 

System Period Polarity Polarity Episode 
(Subsystem) (Subperiod) 

Series Epoch 

Chronozone Chron 
§ Phase 

Stage Age Polarity Polarity Span 
(Substage) (Subage) Subchronozone Subchron 

� 
Chronozone Chron 

*Fundamental units are italicized. 

(e) Reference sections.-Reference Si'Ctions may serve as invaluable standards in 
definitions or revisions of fonnal geologic units. For those well�established strati� 
graphic units for which a type section never was specified� a principal reference section 
(lectostratotype of ISSC, 1976, p. 26) may be designated. A principal reference section 
(neostratotype of JSSC, 1976, p. 26) also may be designated for those units or bound
aries whose stratotypes have been destroyed, covered� or othernrise made inaccessible. 
Supplementary reference sections often are designated to illustrate the diversity or het
erogeneity of a defined unit or some critical feature not evident or exposed in the stra
totype. Once a unit or boundary stratotype section is designated, it is never 
abandoned or changedi however, if a stratotype proves inadequate, it may be sup
plemented by a principal reference section or by several reference sections that may 
constitute a composite-stratotype. 

(f) Stratoty!"' descriptions.-Stratotypes should be described both geographically 
and geologically. Sufficient geographic detail must be included to enable others to find 
the stratotype in the field, and may consist of maps and/ or aerial photographs show
ing location and access, as well as appropriate coordinates or bearings. Geologic infor
mation should include thickness, descriptive criteria appropriate to the recognition of 
the umt and its boundaries, and discussion of the relation of the unit to other geologic 
units of the area. A carefully measured and described section provides the best foun
dation for definition of stratiform units. Graphic profiles, columnar sections, structure
sections, and photographs are useful supplements to a description; a geologic map of 
the area including the tyl"' locality if essential. 

Article 9.-Unit Description. A unit proposed for formal status 
should be described and defined so clearly that any subsequent investi
gator can recognize that unit unequivocally. Distinguishing features that 
characterize a unit may include any or several of the following: composi
tion, texture, primary structures, structural attitudes, biologic remains, 
readily apparent mineral composition (e.g., calcite vs. dolomite), geo
chemistry, geophysical properties (including magnetic signatures), geo
morphic expression, unconformable or cross-cutting relations, and age. 
Although all distinguishing features pertinent to the unit category 
should be described sufficiently to characterize the unit, those not perti
nent to the category (such as age and inferred genesis for lithostrati
graphic units, or lithology for biostratigraphic units) should not be made 
part of the definition. 

Article 10.-Boundaries. The criteria specified for the recognition of 
boundaries between adjoining geologic units are of paramount importance 
because they provide the basis for scientific reproducibility of results. Care 
is required in describing the criteria, which must be appropriate to the cat
egory of unit involved. 

Cline 

Remarks, (a) Boundaries between intergradational units.-Contacts between rocks 
of markedly contrasting composition are appropriate boundaries of lithic units, but 
some rocks grade into, or intertongue with, others of different lithology. Consequently, 
some boundaries are necessarily arbitrary as, for example, the top of the uppermost 
limestone in a sequence of interbedded limestone and sbale. Such arbitrary boundaries 
commonly are diachronous. 

(b) Overlaps and gaps.-The problem of overlaps and gaps between long-estab
lished adjacent chronostratigraphic units is being addressed by international IUGS 
and IGCP working groups to deal with various parts of the geologic col-
umn, The procedure by the Geological Society of London (George 
and others, 1 969; Holland and others. 1978), of defining only the basal boundaries 
of chronostratigraphic units, has been adopted (e.g., McLaren, 1977) to re-
solve the problem. Such boundaries are by a carefully selected and agreed-
upon boundary-stratotype (marker-point type section or "golden spike") which 
becomes the standard for the base of a unit. The concept of the 
mutual-boundary stratotype (ISSC, 1976, p. on the assumption of con-
tinuous deposition in selected sequences; also has been used to define chronostrati� 
graphic units. 

Although international chronostratigraphic units of series and higher rank are 
being redefined by lUGS and IGCP working groups, there may be a continuing 
need for some provincial series, Adoption of the basal boundary�stratotype concept 
is urged. 

Article 11 .-Historical Background, A proposal for a new name must in
clude a nomenclatorial history of rocks assigned to the proposed unit, de
scribing how they were treated previously and by whom (references), as 
well as such matters as priorities, possible synonymy, and other pertinent 
considerations. Consideration of the historical background of an older unit 
commonly provides the basis for justifying definition of a new unit. 

Article 12.-Dimensions and Regional Relations. A perspective on the 
magnitude of a unit should be provided by such information as may be 
available on the geographic extent of a unit; observed ranges in thickness, 
composition, and geomorphic expression; relations to other kinds and 
ranks of stratigraphic units; correlations with other nearby sequences; and 
the bases for recognizing and extending the unit beyond the type locality. 
If the unit is not known anywhere but in an area of limited extent, infor
mal designation is recommended. 

Article 13.-Age. For most formal material geologic units, other than 
chronostratigraphic and polarity-chronostratigraphic, inferences regarding 
geologic age play no proper role in their definition. Nevertheless, the age, 
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as well as the basis for its assignment, are important features of the unit 
and should be stated. For many lithodemic units, the age of the protolith 
should be distinguished from that of the metamorphism or deformation. If 
the basis for assigning an age is tenuous, a doubt should be expressed. 

Remarks.(a) Dating.-The geochronologic ordering of the rock record, whether in 
terms of radioactive-decay rates or other processes, is generally called "dating:' How
ever, the use of the noun "date" to mean "isotopic age" is not recommended. Similarly, 
the term "absolute age" should be suppressed in favor of "isotopic age" for an age de
termined on the basis of isotopic ratios. The more inclusive term "numerical age" is 
recommended for all ages determined from isotopic ratios, fission tracks, and other 
quantifiable age-related phenomena. 

(b) Calibration-The dating of chronostratigraphic boundaries in terms of numerical 
ages is a special form of dating for which the word "calibration" should be used. The 
geochronologic time-scale now in use has been developed mainly through such calibra
tion of chronostratigraphic sequences. 

(c) Convention and abbreviations.-The age of a stratigraphic unit or the time of a 
geologic event, as commonly determined by numerical dating or by reference to a cal
ibrated time-scale, may be expressed in years before the present The unit of time is the 
modem year as presently recognized worldwide. Recommended (but not mandatory) 
abbreviations for such ages are Sl (International System of Units) multipliers coupled 
with "a" lor annum: ka, Ma, and Ga5 for kilo-annum (lo' years), Mega·annum 
(106 years), and Giga-annum (109 years), respectively. Use of these terms after the age 
value follows the convention established in the field of C-14 dating. The "present" 
refers to 1950 AD, and such qualifiers as "agd' or "before the present" are omitted after 
the value because measurement of the duration from the present to the past is implicit 
in the designation. In contrast, the duration of a remote interval of geologic time, as a 
number of years, should not be expressed by the same symbols. Abbreviations for 
numbers of years, without reference to the present, are informal (e.g., y or yr for years; 
my, m.y., or m.yr. for millions of years; and so forth, as preference dictates). For exam
ple, boundaries of the Late Cretaceous Epoch currently are calibrated at 63 Ma and 96 
Ma, but the interval of time represented by this epoch is 33 m. y. 

(d) Expression of "age'1 of lithodemic units.-The adjectives "early/' "middle/' 
and "late" should be used with the appropriate geochronologic term to designate the 
age ol lithodemic units. For example, a granite dated isotopically at 510 Ma should be 
referred to using the geochronologic term #Late Cambrian granite'' rather than either 
the chronostratigraphic term "Upper Cambrian graniteu or the more cumbersome des
ignation "granite of Late Cambrian age. " 

Article 14.-Correlation. Information regarding spatial and temporal 
counterparts of a newly defined unit beyond the type area provides read
ers with an enlarged perspective. Discussions of criteria used in correlat· 
ing a unit with those in other areas should make clear the distinction 
between data and inferences. 

Article 15.-Genesis. Objective data are used to define and classify ge
ologic units and to express their spatial and temporal relations. Although 
many of the categories defined in this Code (e.g., lithostratigraphic 
group, plutonic suite) have genetic connotations, inferences regarding ge
ologic history or specific environments of formation may play no proper 
role in the definition of a unit. However, observations, as well as infer
ences, that bear on genesis are of great interest to readers and should be 
discussed. 

Article 16.-Subsurface and Subsea Units. The foregoing procedures 
for establishing formal geologic unit apply also to subsurface and offshore 
or subsea units. Complete lithologic and paleontologic descriptions or 
logs of the samples or cores are required in written or graphic form, or 
both. Boundaries and divisions, if any, of the unit should be indicated 
clearly with their depths from an established datum. 

Remarks. (a) Naming subsurface units.-A subsurface unit may be named for the 
borehole (Eagle Mills Formation), oil field (Smackover Limestone), or mine which is 
intended to serve as the stratotype, or for a nearby geographic feature. The hole or 
mine should be located precisely, both with map and exact geographic coordinates, 
and identified fully (operator or company, farm or lease block, dates drilled or mined, 
surface elevation and total depth_, etc.). 

(b) Additional recommendations.-Inclusion of appropriate borehole geophysical 
logs is urged. Moreover, rock and fossi1 samples and core and all pertinent accompa
nying materials should be stored, and available for examinationT at appropriate feder
al, state, provinciat university, or museum depositories. For offshore or subsea units 
(Clipperton Formation of Tracey and others, 1971, p. 22; Argo Salt of Mciver, 1972, p. 
57), the names of the project and vessel, depth of sea floor, and pertinent regional sam· 
piing and geophysical data should be added. 

(c} Seismostratigraphlc units.-High-resolution seismic methods now can delin
eate stratal geometry and continuity at a level of confidence not previously attain
ab1e. Accordingly, seismic surveys have come to be the principal adjunct of the drill 
in subsurface exploration. On the other hand, the method identifies rock types only 
broadly and by inference . Thus, formalization of units known only from seismic 

5Note that the initial letters of Mega- and Giga- are capital ized, but that of kilo- is 
not, by Sl convention. 

profiles is inappropriate. Once the stratigraphy is calibrated by drilling, the seismic 
method may provide objective well-to-well correlations. 

REVISION AND ABANDONMENT OF FORMAL UNITS 

Article 17.-Requirements for Major Changes, Formally defined and 
named geologic units may be redefined, revised, or abandoned, but revi· 
sion and abandonment require as much justification as establishment of a 
new unit. 

Remark (a) Distinction between redefinition and revision.-Redefmition of a unit 
involves changing the view or emphasis on the contenl of the unit without changing 
the boundaries or rank, and differs only slightly from redescription. Neither redefini· 
tion not redescription is considered revision. A redescription corrects an inadequate or 
inaccurate description, whereas a redefinition may change a descriptive (for example, 
lithologic) designation. Revision involves either minor changes in the definition of one 
or both boundaries or in the rank of a unit {normally, elevation to a higher rank). Cor
rection of a misidentification of a unit outside its type area is neither redefinition nor 
revision. 

Article lB.-Redefinition. A correction or change in the descriptive 
term applied to a stratigraphic or lithodemic unit is a redefinition which 
does not require a new geographic term. 

Remarks, (a) Change in lithic designation.-Priority should not prevent more exact 
lithic designation if the original designation is not everywhere applicable; for example, 
the Niobrara Chalk changes gradually westward to a unit in which shale is prominent, 
for which the des:ignation "Niobrara Shale'; or "Formation" is more appropriate. Many 
carbonate formations originally designated "limestone" or "dolomite" are found to be 
geographically inconsistent as to prevailing rock type. The appropriate lithic term of 
"formation" is again preferable for such units. 

(b) Original lithic designation inappropriate.-�Restudy of some long-established 
lithostratigraphic units has shown that the original lithic designation was incorrect ac
cording to modem criteria; for example, some "shales" have the chemical and miner
alogical composition of limestone, and some rocks described as felsic lavas now 
understood to be welded tuffs. Such new knowledge is recognized by changing the 
lithic designation of the unit, while retaining the original geographic term. Similarly, 
changes in the classification of igneous rocks have resulted in recognition that rocks 
originally described as quartz monzonite now are more appropriately termed granite. 
Such lithic designations may be modernized when the new classification is widely 
adopted. If heterogeneous bodies of plutonic rock have been misleadingly Identified 
with a single compositional termf such as "gabbro." the adoption of a neutral term, 
such as 11intrusion" or apluton," may be advisable. 

Article 19.-Revision. Revision involves either minor changes in the de
finition of one or both boundaries of a unit, or in the unit's rank. 

Remarks. (a) Boundary change.-Revision is justifiable if a minor change in 
boundary or content will make a unH more natural and usefuL H revision modifies 
only a minor part of the content of a previously established unit, the origlnal name 
may be retained. 

(b) Change in rank.--change in rank of a stratigraphic or temporal unit requires 
neither redefinition of its boundaries nor alteration of the geographic part of its name. 
A member may become a formation or vice versa, a formation may become a group or 
vice versa1 and a lithodeme may become a suite or vice versa. 

(c) Examples of changes from area to area.-� The Conasauga Shale is recognized as 
a formation in Georgia and as a group in eastern Tennessee; the Osgood Formation, 
Laurel Limestone, and \Valdron Shale in Indiana are classed as members of the VVayne 
Formation in a part of Tennessee; the Virgelle Sandstone is a formation in western 
Montana and a member of the Eagle Sandstone in central Montana; the Skull Creek 
Shah: and the Newcastle Sandstone in North Dakota are members of the Ashville For
mation jn Manitoba. 

(d) Example of change in single area.-The rank of a unit may be changed without 
changing its content. For example, the Madison Limestone of early work in Montana 
later became the Madison Group, containing several formations. 

(e) Retention of type section.-1Nhen the rank of a geologic unit is changed, the orig· 
ina! type section or type locality is retained for the newly ranked unit (see Article 22c). 

(f) Different geographic name for a unit and its parts,-ln changing the rank of a 
unit, the same name may not be applied both to the unit as a whole and to a part of it. 
For example, the Astoria Group should not contain an Astoria Sandstone, nor the 
Washington Formation, a Washington Sandstone Member. 

(g) Undesirable restriction.-When a unit is divided into two or more of the same 
rank as the original, the original name should not be used for any of the divisions. Re
tention of the old name for one of the units precludes use of the name in a term of high� 
er rank. Furthermore, in order to understand an author's meaning, a later reader 
would have to know about the modification and its date, and whether the author is fol
lowing the original or the modified usage. For these reasons, the normal practice is to 
raise the rank of an established unit when units of the same rank are recognized and 
mapped within it. 

Article 20.-Abandonment. An improperly defined or obsolete strati· 
graphic, lithodemic, or temporal unit may be formally abandoned, pro
vided that (a) sufficient justification is presented to demonstrate a concern 
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for nomenclatural stability, and (b) recommendations are made for the 
classification and nomenclature to be used in its place. 

Remarks. (a) Reasons for abandonment.-A formally defined unit may be aban
doned by the demonstration of synonymy or homonymy, of assignment to an improp
er category (for example, definition of a lithostratigraphic unit in a chronostratigraphic 
sense), or of other direct violations of a stratigraphic code or procedures prevailing at 
the time of the original definition. Disuse, or the lack of need or useful purpose for a 
unit, may be a basis for abandonment; so, too, may widespread misuse in diverse ways 
which compound con fusion. A unit also may be abandoned if it proves impraticable, 
neither recognizable nor mappable elsewhere. 

(b) Abandoned names.-A name for a lithostratigraphic or lithodemic unit, once 
applied and then abandoned, is available for some other unit only if the name was 
introduced casually, or if it has been published only once in the last several decades 
and is not in current usage, and if its reintroduction will cause no confusion. An ex
planation of the history of the name and of the new usage should be a part of the 
designation. 

(c) Obsolete names .-Authors may refer to national and provincial records of strati
graphic names to determine whether a name is obsolete (see Article 7b ). 

(d) Reference to abandoned names.-When it is useful to refer to an obsolete or 
abandoned formal name, its status is made clear by some such term as "abandoned" or 
"obsolete," and by using a phrase such as "La Plata Sandstone of Cross (1898)". (The 
same phrase also is used to convey that a named unit has not yet been adopted for 
usage by the organization involved.) 

(e) Reinstatement.-A name abandoned for reasons that seem valid at the time, but 
which subsequently are found to be erroneous, may be reinstated. Example: the 
Washakie Formation, defined in 1869, was abandoned in 1918 and reinstated in 1973. 

CODE AMENDMENT 

Article 21 .-Procedure for Amendment. Additions to, or changes of, 
this Code may be proposed in writing to the Commission by any geoscien
tist at any time. If accepted for consideration bv a majority vote of the Com
mission, they may be adopted by a two-thirds vote of the Commission at 
an annual meeting not less than a year after publication of the proposal. 

FORMAL UNITS DISTINGUISHED BY CONTENT, PROPERTIES, 
OR PHYSICAL LIMITS 

LITHOSTRATIGRAPHIC UNITS 

Nature and Boundaries 

Article 22.-Nature of Lithostratigraphic Units. A lithostratigraphic 
unit is a defined body of sedimentary, extrusive igneous, metasedimenta
ry, or metavolcanic strata which is distinguished and delimited on the 
basis of lithic characteristics and stratigraphic position. A lithostratigraph
ic unit generally conforms to the Law of Superposition and commonly is 
stratified and tabular in form. 

Remarks. (a) Basic units.-Lithostratigraphic units are the basic units of general ge
ologic work and serve as the foundation for delineating strata, local and regional struc
ture, economic resources, and geologic history in regions of stratified rocks. They are 
recognized and defined by observable rock characteristics; boundaries may be placed 
at clearly distinguished contacts or drawn arbitrarily within a zone of gradation. Lithi
fication or cementation is not a necessary property; clay, gravel, till, and other uncon
solidated deposits may constitute valid lithostratigraphic units. 

(b) Type section and locality.-The definition of a lithostratigraphic unit should be 
based, if possible, on a stratotype consisting of readily accessible rocks in place, e.g., in 
outcrops, excavations, and mines, or of rocks accessible only to remote sampling de
vices, such as those in drill holes and underwater. Even where remote methods are 
used, definitions must be based on lithic criteria and not on the geophysical characteris
tics of the rocks, nor the implied age of their contained fossils. Definitions must be 
based on descriptions of actual rock material. Regional validity must be demonstrated 
for all such units. ln regions where the stratigraphy has been established through stud
ies of surface exposures, the naming of new units in the subsurface is justified only 
where the subsurface section differs materially from the surface section, or where there 
is doubt as to the equivalence of a subsurface and a surface unit. The establishment of 
subsurface reference sections for units originally defined in outcrop is encouraged. 

(c) Type section never changed.-The definition and name of a lithostratigraphic 
unit are established at a type section (or locality) that, once specified, must not be 
changed. Tf the type section is poorly designated or delimited, it may be redefined sub
sequently. If the originally specified stratotype is incomplete, poorly exposed, struc
turally complicated, or unrepresentative of the unit, a principal reference section or 
several reference sections may be designated to supplement, but not to supplant, the 
type section (Article 8e). 

(d) Independence from inferred geologic history.-Tnferred geologic history, depo
sitional environment, and biological sequence have no place in the definition of a 
lithostratigraphic unit, which must be based on composition and other lithic charac
teristics; nevertheless, considerations of well-documented geologic history properly 
may influence the choice of vertical and lateral boundaries of a new unit. Fossils may 

be valuable during mapping in distinguishing between two lithologically similar, 
non-contiguous lithostratigraphic units. The fossil content of a lithostratigraphic unit 
is a legitimate lithic characteristic; for example, oyster-rich sandstone, coquina, coral 
reef, or graptolitic shale. Moreover, otherwise similar units, such as the Formaci6n 
Mendez and Formaci6n Velasco mudstones, may be distinguished on the basis of 
coarseness of contained fossils (foraminifera). 

(e) Independence from time concepts.-The boundaries of most lithostratigraphic 
units may transgress time horizons, but some may be approximately synchronous. In
ferred time-spans, however measured, play no part in differentiating or determining 
the boundaries of any lithostratigraphic unit. Either relatively short or relatively long 
intervals of time may be represented by a single unit. The accumulation of material as
signed to a particular unit may have begun or ended earlier in some localities than in 
others; also, removal of rock by erosion, either within the time-span of deposition of 
the unit or later, may reduce the time-span represented by the unit locally. The body in 
some places may be entirely younger than in other places. On the other hand, the es
tablishment of formal units that straddle known, identifiable, regional disconformities 
is to be avoided, if at all possible. Although concepts of time or age play no part in 
defining lithostratigraphic units nor in determining their boundaries, evidence of age 
may aid recognition of similar lithostratigraphic units at localities far removed from 
the type sections or areas. 

(f) Surface form.-Erosional morphology or secondary surface form may be a factor 
in the recognition of a lithostratigraphic unit, but properly should play a minor part at 
most in the definition of such units. Because the surface expression of lithostratigraph
ic units is an important aid in mapping, it is commonly advisable, where other factors 
do not countervail, to define lithostratigraphic boundaries so as to coincide with lithic 
changes that are expressed in topography. 

(g) Economically exploited units.-Aquifers, oil sands, coal beds, and quarry layers 
are, in general, informal units even though named. Some such units, however, may be 
recognized formally as beds, members, or formations because they are important in the 
elucidation of regional stratigraphy. 

(h) Instrumentally defined units.-In subsurface investigations, certain bodies of 
rock and their boundaries are widely recognized on bore-hole geophysical logs show
ing their electrical resistivity, radioactivity, density, or other physical properties. Such 
bodies and their boundaries may or may not correspond to formal lithostratigraphic 
units and their boundaries. Where other considerations do not countervail, the bound
aries of subsurface units should be defined so as to correspond useful geophysical 
markers; nevertheless, units defined exclusively on the basis of remotely sensed physi
cal properties, although commonly useful in stratigraphic analysis, stand completely 
apart from the hierarchy of formal lithostratigraphic units and are considered informal. 

(i) Zone .-As applied to the designation of lithostratigraphic units, the term "zone" 
is informal. Examples are "producing zone," mineralized zone," "metamorphic zone," 
and "heavy-mineral zone," A zone may include all or parts of a bed, a member, a for
mation, or even a group. 

(j) Cyclothems.---Cyclic or rhythmic sequences of sedimentary rocks, whose repeti
tive divisions have been named cyclothems, have been recognized in sedimentary basins 
around the world. Some cyclothems have been identified by geographic names, but such 
names are considered informal. A clear distinction must be maintained between the divi
sion of a stratigraphic column into cyclothems and its division into groups, formations, 
and members. Where a cyclothem is identified by a geographic name, the word cyclothem 
should be part of the name, and the geographic term should not be the same as that of 
any formal unit embraced by the cyclothem. 

(k) Soils and paleosols.-Soils and paleosols are layers composed of the in-situ 
products of weathering of older rocks which may be of diverse composition and age. 
Soils and paleosols differ in several respects from lithostratigraphic units, and should 
not be treated as such (see "Pedostratigraphic Units," Articles 55 et seq). 

(1) Depositional facies.-Depositional facies are informal units, whether objective 
(conglomeratic, black shale, graptolitic) or genetic and environmental (platform, tur
biditic, fluvial), even when a geographic term has been applied, e.g., Lantz Mills facies. 
Descriptive designations convey more information than geographic terms and are 
preferable. 

Article 23.-Boundaries. Boundaries of lithostratigraphic units are 
placed at positions of lithic change. Boundaries are placed at distinct con
tacts or may be fixed arbitrarily within zones of gradation (Fig. 2a). Both 
vertical and lateral boundaries are based on the lithic criteria that provide 
the greatest unity and utility. 

Remarks. (a) Boundary in a vertically gradational sequence.-A named lithostrati
graphic unit is preferably bounded by a single lower and a single upper surfaces so 
that the name does not recur in a normal stratigraphic succession (see Remark b.). 
Where a rock unit passes vertically into another by intergrading or interfingering of 
two or more kinds of rock, unless the gradational strata are sufficiently thick to war
rant designation of a third, independent unit, the boundary is necessarily arbitrary and 
should be selected on the basis of practically (Fig. 2b ). For example, where a shale unit 
overlies a unit of interbedded limestone and shale, the boundary commonly is placed 
at thE' top of the highest readily traceable limestone bed. Where a sandstone unit 
grades upward into shale, the boundary may be so gradational as to be difficult to 
place even arbitrarily; ideally it should be drawn at the level where the rock is com
posed of one-half of each component. Because of creep in outcrops and caving in bore
holes, it is generally best to define such arbitrary boundaries by the highest occurrence 
of a particular rock type, rather than the lowest. 



A.-- Boundaries at sharp lithologic contacts and 
in laterally gradational sequence. 
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intertonguing sequence 

E-- Key beds, here designated the R Dolostone 
Beds and the S Limestone Beds, are 
used as boundaries to distinguish the 
Q Shale Member from the other parts 
of the N Formation. A lateral change 
in composition between the key beds 
requires that another name, P Sandstone 
Member, be applied. The key beds are 
part of each member. 

Figure 2. 
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B.-- Alternative boundaries in a vertically 
gradational or interlayered sequence. 

D.-- Possible classification of parts of an 
intertonguing sequence 

EXPLANATION 

���g Conglomerate 

nvw�:{d Sandstone 

5] Siltstone 

C{j Mudstone, Shale 

� Limestone 

- Dolostone (dolomite) 

Diagrammatic examples of l ithostratigraphic boundaries and classification. 
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(b) Boundaries in lateral lithologic change.-Where a unit changes laterally through 
abrupt gradation into, or intertongues with, a markedly different kind of rock, a new 
unit should be proposed for the different rock type. An arbitrary lateral boundary may 
be placed between the two equivalent units. Where the area of lateral intergradation or 
intertonguing is sufficiently extensive, a transitional interval of interbedded rocks may 
constitute a third independent unit (Pig. 2c). Where tongues (Article 25b) of formations 
are mapped separately or otherwise set apart without being formally named, the un
modified formation name should not be repeated in a normal stratigraphic sequence, al
though the modified name by be repeated in such phrases as "lower tongue of Mancos 
Shale" nnd "upper tongue of Mancos Shale." To show the order of superposition on 
maps and cross sections, the unnamed be distinguished informally (Fig. 
2d) by number, letter, or other means. also be dealt with infor-
mally through the recognition of depositional fades 

(c) Key beds used for boundaries.-Key beds (Article 26b) may be used as bound
aries for a formal lithostratigraphic unit where the internal lithic characteristics of the 
unit remain relatively constant. Even though bounding key beds may be traceable be
yond the area of the diagnostic overall rock type, geographic extension of the lithos
tratigraphic unit bounded thereby is not necessarily justified. Where the rock between 
key beds becomes drastically different from that of the type locality, a new name 
should be applied (Fig. 2e), even though the key beds are continuous (Article 26b). 
Stratigraphic and sedimentologic studies of stratigraphic units (usually informal) 
bounded by key beds may be very informative and useful, especially in subsurface 
work where the key beds may be recognized by their geophysical signatures. Such 
units, however, may be a kind of chronostratigraphic, rather than lithostratigraphic, 
unit (Article 75, 75c), although others are diachronous because one, or both, of the key 
beds are also diachronous. 

(d) Unconformities as boundaries.-Unconformities, where recognizable objec
tJvely on lithic criteria, are ideal boundaries for lithostratigraphic units. However, a 
sequence of similar rocks may include an obscure unconformity so that separation 
into two units may be desirable but impracticable. If no lithic distinction adequate 
to define a widely recognizable boundary can be made, only one unit should be rec
ognized, even though it may include rock that accumulated in different epochs, pe
riods, or eras. 

(e) Correspondence with genetic units.-The boundaries of lithostratigraphic units 
should be chosen on the basis of lithic changes and, where feasible, to correspond with 
the boundaries of genetic units, so that subsequent studies of genesis will not have to 
deal with units that straddle formal boundaries. 

RANKS OF LITHOSTRATIGRAPHIC UNITS 

Article 24.-Fonnation. The formation is the fundamental unit in lithos
tratigraphic classification. A formation is a body of rock identified by lith
ic characteristics and stratigraphic position; it is prevailingly but not 
necessarily tabular and is mappable at the Earth's surface or traceable in 
the subsurface. 

Remarks. (a) Fundamental unit.-Formation are the basic lithostratigraphic units 
used in describing and interpreting the geology of a region. The limits of a formation 
normally are those surfaces of lithic change that give it the greatest practicable unity of 
constitution. A formation may represent a long or short time interval, may be composed 
of materials from one or several sources, and may include breaks in deposition (see Arti· 
de 23d). 

(b) Content-A formation should possess some degree of internal lithic homogene
ity or distinctive lithic features. It may contain between its upper and lower limits (i) 
rock of one lithic type, (ii) repetitions of two or more lithic types, or (iii) extreme lithic 
heterogeneity which in itself may constitute a form of unity when compared to the ad
jacent rock units, 

(c) Lithic charaderistics.-Distinctive lithic characteristics include chemical and 
mineralogical composition, texture, and such supplementary features as color, primary 
sedimentary or volcanic structures, fossils (viewed as rock-forming particles), or other 
organic content (coal, oil-shale). A unit distinguishable only by the taxonomy ofits fos
sils is not a lithostratigraphic but a biostratigraphic unit (Article 48). Rock type may be 
distinctively represented by electrical, radioactive, seismic, or other properties (Article 
22h), but these properties by themselves do not describe adequately the lithic character 
of the unit. 

(d) Mappability and thickness.-The proposal of a new formation must be based 
on tested mappability. Well-established formations commonly are divisible into sever
al widely recognizable lithostratigraphic units; where formal recognition of these 
smaller units serves a useful purpose, they may be established as members and beds, 
for which the requirement of mappability is not mandatory. A unit forman y recognized 
as a fonnation in one area may be treated elsewhere as a group, or as a member of an
other formation, without change of name. Example: the Niobrara is mapped at differ
ent places as a member of the Mancos Shale, of the Cody Shale, or of the Colorado 
Shale� and also as the Niobrara Formation, as the Niobrara Limestonef and as the Nio
brara Shale. 

Tirickness is not a determining parameter in dividing a rock succession into forma
tions; the thickness of a formation may range from a feather edge at its depositional or 
erosional limit to thousands of meters elsewhere. No formation is considered valid that 
cannot be delineated at the scale of geologic mapping practiced in the region when the 
formation is proposed. Although representation of a formation on maps and cross sec
tions by a labeled line may be justified, proliferation of such exceptionally thin units is 
undesirable. The methods of subsurface mapping permit delineation of units much 

thinner than those usually practicable for surface studies; before such thin units are 
formalized, consideration should be given to the effect on subsequent surface and sub
surface studies, 

(e) Organic reefs and carbonate mounds.-Organic reefs and carbonate mounds 
("buildups") may be distinguished formally, if desirable, as formations distinct from 
their surrounding, thinner, tempora1 equivalents. For the requirements of formaliza
tion, see Article 30f. 

(I) Interbedded volcanic and sedimentary rock.-Sedimentary rock and volcanic 
rock that are interbedded may be assembled into a formation under one name which 
should indicate the predominant or distinguishing lithology, such as Mindego Basalt. 

(g) Volcani< rock.-Mappable distinguishable sequences of stratified volcanic rock 
should be treated as formations or lithostratigraphic units of higher or lower rank. A 
small intrusive component of a dominantly stratiform volcanic assemblage may be 
treated informally. 

(h) Metamorphic rock.-Formations composed of low-grade metamorphic rock 
(defined for this purpose as rock in which primary structures are clearly recognizable) 
are, like sedimentary formations, distinguished mainly by lithic characteristics. The 
mineral facies may differ from place to place, but these variations do not require defin· 
ilion of a new formation. High-grade metamorphic rocks whose relation to established 
formations is uncertain are treated as lithodemic units (see Articles 31 et seq). 

Article 25.-Member. A member is the formal lithostratigraphic unit 
next in rank below a formation and is always a part of some formation. It 
is recognized as a named entity within a formation because it possesses 
characteristics distinguishing it from adjacent parts of the formation. A 
formation need not be divided into 

· 

served by doing so. Some formations may inbo 
members; others may have only certain parts designated as members; still 
others may have no members. A member may extend laterally from one 
formation to another. 

Remarks. (a) Mapping of members.-A member is established when it is advanta
geous to recognize a particular part of a heterogeneous formation. A member, whether 
formally or informally designated, need not be mappable at the scale required for for
mations. Even if all members of a formation are locally mappable, it does not follow 
that they should be raised to formational rank, because proliferation of formation 
names may obscure rather than clarify relations with other areas. 

(b) Lens and tongue.-A geographically restricted member that terminates on all 
sides within a formation may be called a lens (lentil). A wedging member that extends 
outward beyond a formation or wedges ("pinches") out within another formation may 
be called a tongue. 

(c) Organic reefs and carbonate mounds.-Organic reefs and carbonate mounds 
may be distinguished formally, if desirable, as members within a formation. For the re
quirements of formalization, see Article 30£. 

(d) Division of mem.bers.-A formally or informally recognized division of a mem
ber is called a bed or beds, except for volcanic flow-rocks, for which the smallest for
mal unit is a flow. Members may contain beds or flows, but may never contain other 
members, 

(e) Laterally equivalent members.-Although members normally are in vertical se
quence, laterally equivalent parts of a formation that differ recognizably may also be 
considered members. 

Article 26.-Bed(s). A bed, or beds, is the smallest formal lithostrati
graphic unit of sedimentary rocks. 

Remarks. (a) Limitations.-The designation of a bed or a unit of beds as a formally 
named lithostratigraphic unit generally should be limited to certain distinctive beds 
whose recognition is particularly useful. Coal beds, oil sands, and other beds of eco
nomic importance commonly are named, but such units and their names usually are 
not a part of formal stratigraphic nomenclature (Article 22g and 30g). 

(b) Key or marker beds.-A key or marker bed is a thin bed of distinctive rock that 
is widely distributed. Such beds may be named, but usually are consideted informal 
units. individual key beds may be traced beyond the lateral limits of a particular for
mal unit (Article 23c). 

Article 27.-Flow. A flow is the smallest formal lithostratigraphic unit of 
volcanic flow rocks. A flow is a discrete, extrusive, volcanic body distin
guishable by texture, composition, order of superposition, paleomagnet
ism, or other objective criteria. It is part of a member and thus is 
equivalent in rank bo a bed or beds of sedimentary-rock classification. 
Many flows are informal units. The designation and naming of flows as 
formal rock-stratigraphic units should be limited to those that are distinc
tive and widespread. 

Article 28.-Group. A group is the lithostratigraphic unit next higher in 
rank to formation; a group may consist entirely of named formations, or 
alternatively, need not be composed entirely of named formations. 

Remarks. (a) Use and content. -Groups are defined to express the natural relation
ships of associated formations. They are useful in small-scale mapping and regional 
stratigraphic analysis. In some reconnaissance work, the term "group" has been ap
plied to lithostratigraphic units that appear to be divisible into formations, but have 
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not yet been so divided. In such cases, formations may be erected subsequently for one 
or all of the practical divisions of the group. 

(b) Change in component formations.-The formations making up a group need 
not necessarily be everywhere the same, The RundJe Group, for example, is wide
spread in western Canada and undergoes several changes in formational content. In 
southwestern Alberta, it comprises the Livingstone, Mount Head, and Etherington 
Formations in the l'ront Ranges, whereas in the foothills and subsurface of the adjacent 
plains, i t  comprises the Pekisko, Shunda; Turner Valley, and MoUnt Head Formations. 
However, a formation or its parts may not be assigned to two vertical1y adjacent 
groups. 

(c) Change in rank.-The wedge-out of a component formation or formations may 
justify the reduction of a group to formation rank, retaining the same name, When a 
group is extended laterally beyond where it is divided into formations, it becomes in 
effect a formation, even if it is still called a group. When a previously established for
mation is divided into two or more component units that are given formal formation 
rank, the old formation, with its old geographic name, should be raised to group sta
tus. Raising the rank of the unit is preferable to restricting the old name to a part of its 
former content, because a change in rank leaves the sense of a well-estab1ished unit un
changed (Article 19b, 19g). 

Article 29.-Supergroup. A supergroup is a formal assemblage of relat
ed or superposed groups, or of groups and formations. Such units have 
proved useful in regional and provincial syntheses. Supergroups should 
be named only where their recognition serves a clear purpose. 

Remark. (a) Misuse of iiserles" for group or supergroup.-Although "series'' is a 
useful general term, it is applied formally only to a chronostratigraphic unit and 
should not be used for a lithostratigraphic unit. The term "series;< should no longer be 
employed for an assemblage of formations or an assemblage of formations and 
groupsf as it has been, especially in studies of the Precambrian. These assemblages are 
groups or supergroups. 

LITHOSTRATIGRAPHIC NOMENCLATURE 

Article 30.-Compound Character. The formal name of a lithostrati
graphic unit is compound. It consists of a geographic name combined 
with a descriptive lithic term or with the appropriate rank term, or both. 
Initial letters of all words used in forming the names of formal rock-strati
graphic units are capitalized. 

Remarks. (a) Omission of part of a name.-Where frequent repetition would be 
cumbersome, the geographic name, the lithic term, or the rank term may be used 
alone, once the full name has been introduced; as uthe Burlington," "the limestone/' 
or "the formation," for the Bur1ington limestone. 

(b) Use of simple lithic terms.-The lithic part of the name should indicate the pre
dominant or diagnostic lithology. even if subordinate lithologies are included. Where a 
lithic term is used in the name of a lithostratigraphic unit, the simplest generaUy ac
ceptable term is recommended (for example, limestone, sandstone, shale, tuff, 
quartzite). Compound terms (for example, day shale) and terms that are not in com
mon usage (for example, calcirudite, orthoquartzite) should be avoided. Combined 
terms, sucb as "sand and clay," should not be used for the lithic part of the names of 
lithostratigraphic units, nor should an adjective be used between the geographic and 
the lithic terms, as "Chattanooga Black Shale" and "Biwabik Iron-Bearing Formation." 

(c) Group names.-A group name combines a geographic name with the tenn 
"group," and no lithic designation is included; for example, San Rafael Group. 

(d) Formation names.-A formation name consists of a geographic name followed 
by a lithic designation or by the word "formation." E.xamples: Dakota Sandstone, 
Mitchell Mesa Rhyolite, Monmouth Formation, Halton TilL 

(e) Member names.-All member names include a geographic term and the word 
"member;" some have an intervening lithic designation, if usefuli for example, Weding
ton Sandstone Member of the Fayetteville Shale. Members designated solely by lithic 
character (for example, siliceous shale member), by position (upper, lower), or by letter 
or number, are informal 

(f) Names of reefs.-Organic reefs identified as formations or members are formal 
units only where the name combines a geographic name with the appropriate rank 
term, e.g., Leduc Formation (a name applied to the several reefs enveloped by the Ire
ton Formation), Rainbow Reef Member. 

(g) Bed and flow names.-The names of beds or flows combine a geographic term, 
a lithic term, and the term "bed" or "flow;" for example, Knee Hills Tuff Bed, Ardmore 
Bentonite Beds, Negus Variolitic Flows. 

(h) Informal units.-When geographic names are applied to such infurmal units as 
oil sands, coal beds� mineralized zones, and informal members (see Articles 22g and 
26a), the unit term should not be capitalized. A name is not necessarily formal because 
it is capitalized, nor does failure to capitalize a name render it informaL Geographic 
names should be combined with the terms "formation" or "group" only in formal 
nomenclature. 

(i) Informal usage of identical geographic names.-The application of identical ge
ographic names to several minor units in one vertical sequence is considered informal 
nomenclature (lower Mount Savage coal, Mount Savage fireclay, upper Mount Savage 
coal, Mount Savage rider coal, and Mount Savage sandstone). The application of iden
tical geographic names to the several lithologic units constituting a cyclothem likewise 
is considered informal. 

{j) Metamorphic rock.-Metamorphic rock recognized as a normal stratified se
quence, commonly low-grade metavolcanic or metasedimentary rocks, should be as
signed to named groups, formations? and members. such as the Deception Rhyolite, a 
formation of the Ash Creek Group, or the Bonner Quartzite, a formation of the Mis
soula Group. High-grade metamorphic and metasomatic rocks are treated as lith
odemes and suites (see Articles 31, 33, 35) 

(k) Misuse of well-known name.-A name that suggests some well-known locality, 
region, or political division should not be applied to a unit typically developed in an
other less well�kno�'Il locality of the same name. For example, it would be inadvisable 
to use the name uChicago Formation¥> for a unit in California, 

LITHODEMIC UNITS 

Nature and Boundaries 

Article 31.-Nature of Lithodemic Units. A Iithodemic" unit is a de
fined body of predominantly intrusive, highly deformed, and/ or highly 
metamorphosed rock, distinguished and delimited on the basis of rock 
characteristics. In contrast to lithostratigraphic units, a lithodemic unit 
generally does not conform to the Law of Superposition. Its contacts with 
other rock units may be sedimentary, extrusive, intrusive, tectonic, or 
metamorphic (Fig. 3). 

Remarks. (a) Recognition and definition.-Lithodemic units are defined and recog
nized by observable rock characteristics. They are the practical units of general geolog
ical work in terranes in which rocks generally lack primary stratification; in such 
terranes they serve as the foundation for studying, describing, and delineating litholo
gy, local and regional structure, economic resources, and geologic history, 

(b) Type and reference localities.-The definition of a lithodemic unit should be 
based on as full a knowledge as possible of its lateral and vertical variations and its 
contact relationships. For purposes of nomenclatural stability, a type locality and, 
wherever appropriate, reference localities shouJd be de.signated, 

(c) Independence from inferred geologic history. -Concepts based on inferred ge
ologic history properly play no part in the definition of a lithodemic unit Neverthe
less, where two rock masses are lithically similar but display objective structural 
relations that preclude the possibility of their being even broadly of the same age, they 
should be assigned to different lithodemic units. 

(d) Use of "zone."-As applied to the designation of lithodemic units, the term 
"zone" is informal. Examples are: "mineralized zone;' "contact zone," and upegmatitic 
zone/' 

Article 32.-Boundaries. Boundaries of lithodemic units are placed at 
positions of lithic change. They may be placed at clearly distinguished 
contacts or within zones of gradation. Boundaries, both vertical and later
al, are based on the lithic criteria that provide the greatest unity and prac
tical utility. Contacts with other Iithodemic and lithostratigraphic units 
may be depositional, intrusive, metamorphic, or tectonic. 

Remark. (a) Boundaries within gradational :zones.-Where a lithodemic unit 
changes through gradation into, or intertongues with, a rockmass with markedly dif
ferent characteristics, it is usually desirable to propose a new unit It may be necessary 
to draw an arbitrary boundary within the zone of gradation. Where the area of intergra� 
dation or intertonguing is suffidently extensive, the rocks of mixed character may con
stitute a third unit 

Ranks of Lithodemic Units 

Article 33.-Lithodeme. The lithodeme is the fundamental unit in litho
demic classification. A lithodeme is a body of intrusive, pervasively de
formed, or highly metamorphosed rock, generally non-tabular and 
lacking primary depositional structures, and characterized by lithic homo
geneity. It is mappable at the Earth's surface and traceable in the subsur
face. For cartographic and hierarchical purposes, it is comparable to a 
formation (see Table 2). 

Remarks. (a) Content.-A lithodeme should possess distinctive lithic features and 
snme degree of internal lithic homogeneity. It may consist of (i) rock of one type, (ii) a 
mixture of rocks of two or more types, or (iii) extreme heterogeneity of composition, 
which may constitute in itself a form of unity when compared to adjoining rockmasses 
(see also "complex," Article 37). 

(b) Lithic characteristics.-Distinctive lithic characteristics may include mineralogy. 
textural features such as grain size� and structural features such as schistose of gneissic 
structure. A unit distinguishable from its neighbors only by means of chemical analysis 
is informal. 

(c) Mappability.-Prac\!cability of surface or subsurface mapping is an essential 
characteristic of a lithodeme (see Article 24d). 

Article 34.-Division of Lithodemes. Units below the rank of lith
odeme are informaL 

6From the Greek demas, -os: "living body, frame". 
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Figure 3. 
Lithodemic (upper case) and l ithostratigraphic (lower case) units. A lithodeme of gneiss (A) con
tains an intrusion of diorite (B) that was deformed with the gneiss. A and B may be treated jointly 
as a complex. A younger granite (C) is cut by a dike of syenite (D), that is cut in turn by unconfor
mity I. All the foregoing are in fault contact with a structural complex (E). A volcanic complex (G) is 
built upon unconformity I, and its feeder dikes cut the unconformity. Laterally equivalent volcanic 
strata in orderly, mappable succession (h) are treated as l ithostratigraphic units. A gabbro feeder 
(G' ), to the volcanic complex, where surrounded by gneiss is readily distinguished as a separate 
lithodeme and named as a gabbro or an intrusion. All the foregoing are overlain, at unconformity 
II, by sedimentary rocks (j) divided into formations and members. 

Article 35.-Suite. A Suite (metamorphic suite, intrusive suite, plutonic 
suite) is the lithodemic unit next higher in rank to lithodeme. It comprises 
two or more associated lithodemes of the same class (e.g., plutonic, meta
morphic). For cartographic and hierarchical purposes, suite is comparable 
to group (see Table 2). 

Remarks. (a) Purpose.-Suites are recognized for the purpose of expressing the nat
ural relations of associated lithodemes haYing significant lithic features in common� 
and of depicting geology at compilation scales too small to allow delineal!on of indi
vidual lithodemes. Ideally, a suite consists entirely of named lithodemesl but may con
tain both named and unnamed units. 

(b) Change in component units.-The named and unnamed units constituting a 

suite may change from place to place, so long as the original sense of natural relations 
and of common lithic features i s  not violated. 

(c) Change in rank.�Traced laterally, a suite may lose all of its formally named di· 
visions but remain a recognizable! mappable entity. Under such circumstances, it may 
be treated as a Uthodeme but retain the same name. Conversely, when a previously es
tablished lithodeme is divided into two or more mappable divisioll."i, it  may be desir
able to raise its rank to suite, retaining the original geographic component of the name. 
To avoid confusion, the original name should not be retained for one of the divisions of 
the original unit (see Article 19g). 

Article 36.-Supersuite. A supersuite is the unit next higher in rank to a 
suite. I t  comprises two or more suites or complexes having a degree of nat
ural relationship to one another, either in the vertical or the lateral sense. 
For cartographic and hierarchical purposes, supersuite is similar in rank 
to supergroup. 

Article 37.-Complex. An assemblage or mixture of rocks of two or more 
genetic classes, i.e., igneous, sedimentary, or metamorphic, with or without 
highly complicated structure, may be named a complex. The term " complex" 
takes the place of the lithic or rank term (for example, Boil Mountain Com
plex, Franciscan Complex) and, although unranked, commonly is compara
ble to suite or supersuite and is named in the same manner (Articles 41, 42). 

Remarks. (a) Use of ""complex."-Identification of an assemblage of diverse rocks as 
a complex is useful where the mapping of each separate lithic component is impracti
cal at ordinary mapping scales, "Complex" is unranked but commonly comparable to 
suite or supersuite; therefore, the term may be retained if subsequent, detailed map
ping dlstinguishes some or all of the component lithodemes or lithostratigraphic units. 

(b) Volcanic cornplex.-Sites of persistent volcanic activity commonly are character
ized by a diverse assemblage of extrusive volcanic rocks, related intrusions, and their 
weathering products. Such an assemblage may be designated a volcanic complex. 

(c) Structural complex.�·ln some terranes, tectonic processes (e.g., shearing, fault� 
ing) have produced heterogeneous mixtures or disrupted bodies of rock in which some 
individual components are too small to be mapped. V\'here there is no doubt that the mix

ing or disruption is due to tectonic processes, such a mixture may be designated as a struc
tural complex, whether it consists of two or more classes of rock, or a single da...lls only. 
A simpler solution for some mapping purposes is to indicate intense deformation by 
an overprinted pattem. 

(d) Misuse of "complex".-Where the rock assemblage to be united under a single, 
formal name consists of diverse types of a single class of rock, as in many terranes that 
expose a variety o f  either intrusive igneous or high-grade metamorphic rocks, the term 
''intrusive sulte/1 "plutonic suite," or "metamorphic suite'1 should be used, rather than 

the unmodified term "complex." Exceptions to this rule are the terms strucfural complex 

and oolcanic complex (see Remarks c and b, above). 

Article 38.-Misuse of "Series" for Suite, Complex, or Supersuite. The 
term "series" has been employed for an assemblage of lithodemes or an as
semblage of lithodemes and suites, especially in studies of the Precambrian. 
This practice now is regarded as improper; these assemblages are suites, 
complexes, or supersuites. The term "series" also has been applied to a se
quence of rocks resulting from a succession of eruptions or intrusions. ln 
these cases a different term should be used; "group" should replace "series" 
for volcanic and low-grade metamorphic rocks, and "intrusive suite" or 
"plutonic suite" should replace "series" for intrusive rocks of group rank. 

Lilhodemic Nomenclature 

Article 39.-General Provisions. The formal name of a lithodemic unit is 
compound. It consists of a geographic name combined with a descriptive 
or appropriate rank term. The principles for the selection of the geographic 
term, concerning suitability, availability, priority, etc, follow those estab
lished in Article 7, where the rules for capitalization are also specified. 

Article 40.-Lithodeme Names. The name of a lithodeme combines a 
geographic term with a lithic or descriptive term, e.g., Killarney Granite, 
Adamant Pluton, Manhattan Schist, Skaergaard Intrusion, Duluth Gab
bro. The term formation should not be used. 

Remarks. (a) Lithic tenn.-The lithic term should be a common and familiar tenn1 
such as schist, gneiss, gabbro, Specialized terms and terms not widely used, such as 
websterite and jacupirangite� and compound terms, such as graphitic schist and augen 
gneiss, should be avoided. 

{b) Intrusive and plutonic rocks.-Because many bodies of intrusive rock range in 
composition from place to place and are difficult to characterize with a single lithic 
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term, and because many bodies of plutonic rock are considered not to be intrusions, 
latitude is alJowed in the choice of a lithic or descriptive term. Thus, the descriptive 
term should preferably be compositional (e.g., gabbro, granodiorite), but may, i f  neces
sary, denote form (e.g., dike, sill), or be neutral (e.g., intrusion, pluton7• In any event, 
specialized compositional terms not widely used are to be avoided1 as are form terms 
that are not widely used, such as bysmalith and chonolith. Terms implying genesis 
should be avoided as much as possible, because interpretations of genesis may change. 

Article 41 .-Suite Names. The name of a suite combines a geographic 
term, the term "suite," and an adjective denoting the fundamental charac
ter of the suite; for example, Idaho Springs Metamorphic Suite, Tuolumne 
Intrusive Suite, Cassiar Plutonic Suite. The geographic name of a suite 
may not be the same as that of a component lithoderne (see Article 19£). In
trusive assemblages, however, may share the same geographic name if an 
intrusive lithodeme is representative of the suite. 

Article 42.-Supersuite Names. The name of a supersuite combines a 
geographic term with the term "supersuite." 

MAGNESTOSTRATIGRAPHIC UNITS 

Nature and Boundaries 

Article 43.-Nature of Magnetostratigraphic Units. A magnetostrati
graphic unit is a body of rock unified by specified remanent-magnetic 
properties and is distinct from underlying and overlying magnetostrati
graphic units having different magnetic properties. 

Remarks. (a) Definition.-Magnetostratigraphy is defined here as all aspects of 
stratigraphy based on remanent magnetism (paleomagnetic signatures). Four basic pa
leomagnetic phenomena can be determined or inferred from remanent magnetism; 
larity, dipole-field-pole position (including apparent polar wander), the 
component (secular variation), and field intensity. 

(b) Contemporaneity of rock and remanent magnetism.-Many paleomagnetic 
signatures reflect earth magnetism at the time the rock formed. Nevertheless, some 
rocks have been subjected subsequently to physical and/or chemical processes 
which altered the magnetic properties. For example, a body of rock may be heated 
above the blocking temperature or Curie point for one or more minerals, or a ferro
magnetic mineral may be produced by low-temperature alteration long after the en
closing rock formed, thus acquiring a component of remanent magnetism reflecting 
the field at the time of alteration/ rather than the time of original rock deposition or 
crystallization. 

(c) Designations and scope.-The prefix magneto is used with an appropriate term 
to designate the aspect of remanent magnetism used to define a unit. The terms umag
netointensiti' or "magnetosecularvariation11 are possible examples. This Code consid
ers only polarity reversals, which now are recognized wideJy as a stratigraphic tooL 
However, apparent-polar-wander paths offer increasing promise for correlations with
in Precambrian rocks. 

Article 44.-Definition of Magnetopolarity Unit. A magnetopolarity 
unit is a body of rock unified by its remanent magnetic polarity and dis
tinguished from adjacent rock that has different polarity. 

Remarks. (a) Nature.-Magnetopolarity is the record in rocks of the polarity history 
of the Earth's magnetic-dipole field. Frequent past reversals of the polarity of the 
Earth's magnetic field provide a basis for magnetopolarity stratigraphy. 

(b) Stratotype.- A stratotype for a magnetopolarity unit should be designated and 
the boundaries defined in terms of recognized lithostratigraphic and/or biostrati
graphic units in the stratotype. The formal definition of a magnetopolarily unit should 
meet the applicable specific requirements of Articles 3 to 16. 

(c) Independence from inferred history.-Definition of a magnetopolarity unit 
does not require knowledge of the time at which the unit acquired its remanent mag
netism; its magnetism may be primary or secondary. Nevertheless/ the unit's present 
polarity is a property that may be ascertained and confirmed by others. 

(d) Relation to lithostratigraphic and biostratigraphic units.-Magnetopolarity 
units resemble lithostratigraphic and biostratigraphic units in that they are defined on 
the basis of an objective recognizable property, but dil'ler fundamentally in that most 
magnetopolarity unit boundaries are thought not to be time transgressive. Their 
boundaries may coincide with those of lithostratigraphic or biostratigraphic units, or 

to but displaced from those of such units, or be crossed by them. 
Relation of magnetopolarity units to chronostratigraphic units.-Although 

transitions between polarity reversals are of global extent, a magnetopolarity unit does 
not contain within itself evidence that the polarity is primary, or criteria that permits 
its unequivocal recognition in chronocorrelative strata of other areas. Other criteria, 
such as paleontologic or numerical age, are required for both correlation and dating. 
Although polarity reversals are useful in recognizing chronostratigraphic units, mag� 
netopolarity alone is insufficient for their definition. 

7Pluton-a mappable body of plutonic rock. 

Article 45.-Boundaires. The upper and lower limits of a magnetopo
Iarity unit are defined by boundaries marking a change of polarity. Such 
boundaries may represent either a depositional discontinuity or a magnet
ic-field transition. The boundaries are either polarity-reversal horizons or 
polarity transition-zones, respectively. 

Remark (a) Polarity�reversal horizons and transition�zones.-A polarity-reversal 
horizon is either a single# clearly defmable surface or a thin body of strata constituting 
a transitional interval across which a change in magnetic polarity is recorded. Polarity
reversal horizons describe transitional intervals of 1 m or less; \vhere the change in po
larity takes place over a stratigraphic interval greater than 1 m, the term "polarity 
transition-zone'1 should be used. Polarity-reversal horizons and polarity transition
zones provide the boundaries for polarity zones, although they may also be contained 
within a poJarity zone where they mark an internal change subsidiary in rank to those 
at its boundaries. 

Ranks of Magnetopolarity Units 

Article 46.-Fundamental Unit. A polarity zone is the fundamental unit 
of magnetopolarity classification. A polarity zone is a unit of rock charac
terized by the polarity of its magnetic signature. Magnetopolarity zone, 
rather than polarity zone, should be used where there is risk of confusion 
with other kinds of polarity. 

Remarks. (a) Content.-A polarity zone should possess some degree of Internal ho
mogeneity. It may contain rocks of ( I )  entirely or predominantly one polarity, or (2) 
mixed polarity. 

(b) Thickness and duration.-The thickness of rock of a polarity zone or the 
amounl of time represented should play no part in the definition of the zone. The po
larity signature is the essential property for definition. 

(c) Ranks.-When continued work at the stratotype for a polarity zone, or new 
work in correlative rocks elsewhere. reveals smaller polarity units, these may b e  recog
nized formally as polarity subzones. If it should prove necessary or desirable to group 
polarity zones, these should be termed po1arity superzones. The rank of a polarity unit 
may be changed when deemed appropriate. 

Magnetopolarity Nomenclature 

Article 47.-Compound Name. The formal name of a magnetopolarity 
zone should consist of a geographic name and the term Polarity Zone. The 
term may be modified by Normal, Reversed, or Mixed (example: Deer Park 
Reversed Polarity Zone). In naming or revising magnetopolarity units, ap
propriate parts of Articles 7 and 19 apply. The use of informal designa
tions, e.g., numbers or letters, is not precluded. 

BIOSTRATIGRAPHIC UNITS 

Nature and boundaries 

Article 48.-Nature of Biostratigraphic Units. A biostratigraphic unit is 
a bodv of rock defined or characterized bv its fossil content. The basic unit 
in biostratigraphic classification is the bi�zone, of which there are several 
kinds. 

Remarks. (a) Enclosing strata.-Fossils that define or characterize a biostratigraphic 
unit commonly are contemporaneous with the body of rock that contains them. Some 
biostratigraphic units, however, may be represented only by their fossils, preserved in 
normal stratigraphic succession (e.g., on hardgrounds, in lag deposits, in certain types 
of remanie accumulations), which alone represent the rock of the biostratigraphic unit. 
In addition, some strata contain fossils derived from older or younger rocks or from es
sentially coeval materials of different facies; such fossHs should not be used to define a 
biostratigraphic unit. 

(b) Independence from lithostratigraphic units.-Biostratigraphic units are based 
on criteria which differ fundamentally from those for lithostratigraphic units. Their 
boundaries may or may not coincide with the botmdaries of lithostratigraphic unitsF 
but they bear no inherent relation to them. 

(c) Independence from chronostratigraphic units.-The boundaries of most bios� 
tratigraphic units� unlike the boundaries of chronostratigraphic unitS1 are both charac
teristically and conceptually diachronous. An exception is an abundance biozone 
boundary that reflects a mass-mortality event. The vertical and lateral limits of the rock 
body that constitutes the biostratigraphic unit represent the limits In distribution of the 
defining biotic elements. The lateral limits never represent, and the vertical limits 
rarely representf regionally synchronous events. �evertheless, biostratigraphic units 
are effective for interpreting chronostratigraphic relations. 

Article 49.-Kinds of Biostratigraphic Units. Three principal kinds of 
biostratigraphic units are recognized: interval, assemblage, and abundance 
biozones. 

Remark. (a) Boundary definitions.-Boundaries of Interval zones are defined by low
est and/ or highest occurrences of single taxa; boundaries of some kinds of assemblage 
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zones (Oppel or concurrent range zones) are defined by lowest and/or highest occur
rences of more than one taxon; and boundaries of abundance zones are defined by 
marked changes in relative abtmdances of preserved taxa. 

Article 50.-Definition of Interval Zone. An interval zone {or subzone) 
is the body of strata between two specified, documented lowest and/or 
highest occurrences of single taxa. 

Remarks. (a) Interval zone typeo..-Three basic types of interval zones are recog
nized (Fig. 4). These include the range zones and interval zones of the International 
Stratigraphic Guide (ISSC, 1976, p. 53, 60) and are: 

1. The interval between the documented lowest and highest occurrences of a single 
taxon (Fig. 4A). This is the taxon range zone of ISSC (1976, p. 53). 

2. The interval included between the documented lowest occurrence of one taxon 
and the documented highest occurrence of another taxon (Fig. 48). When such occur
rences result in stratigraphic overlap of the taxa (Fig. 48-1), the interval zone is the 
concurrent range zone of ISSC (1 '176, p. 55), that involves only two taxa. When such oc
currences do not result in stratigraphic overlap (Fig 48-2), but are used to partition the 
range of a third taxon, the interval is the partial ronge zone of George and others (1969). 

3. The interval between documented successive lowest occurrences or successive 
highest occurrences of two taxa (Fig. 4C). When the interval is between successive doc
umented lowest occurrences within an evolutionary lineage (Fig. 4C-1), it is the lineage 
zone of ISSC (1'176, p. 58). When the interval is between successive lowest occurrences 
of unrelated taxa or between successive highest occurrences of either related or unre-
lated taxa (Fig. 4C-2), it is a kind of intl?rVIll zone of ISSC (1976, p. 60). 

A. 
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Flgure 4. 
Examples of biostratigraphic interval zones. Vertical broken 
lines indicate ranges of taxa; bars indicate lowest or highest 
documented occurrences. 

(b) Unfossiliferous intervals.-Unfossilifurous intervals between or within biozones 
are the barren interzone:; and introzones of ISSC (1976, p. 49). 

Article 51.-Definition of Assemblage Zone. An assemblage zone is a 
biozone characterized by the association of three or more taxa. It may be 
based on all kinds of fussils present, or restricted to only certain kinds of 
fossils. 

Remarks. (a) Assemblage zone contents.-An assemblage zone may consist of a ge· 
ographically or stratigraphically restricted assemblage, or may incorporate two or 
more contemporaneous assemblages with shared characterizing taxa (composite assem� 

blage zones of Kauffman, 1969) (Fig. Sc). 
(b) Assemblage zone types.-ln practice two assemblage zone concepts are used: 
1. The assemblage zone (or cenozone) of ISSC (1976, p. 50), which is characterized by 

taxa without regard to their range limits (Fig. Sa). Recognition of this type of assem· 
blage zone can be aided by using techniques of multivariate analysis. Careful designa
tion of the characterizing taxa is especially important. 

2. The Oppel zone, or the concurrent range zone of ISSC (1976, p. 55, 57), a type of zone 
characterized by more than two taxa and having boundaries based on nvo or more 
documented first and/or last occurrences of the included characterizing taxa (Fig. 5b). 

Article 52.-Definition of Abundance Zone. An abundance zone is a 
biozone characterized by quantitatively distinctive maxima of relative 
abundance of one or more taxa. This is the acme zone of ISSC (1976, p. 59). 

Remark. (a) Ecologic controls.-The distribution of biotic assemblages used to char
acterize some assemblage and abundance biozones may reflect strong local ecological 
control. Biozones based on such assemblages are included within the concept of eco
zones (Vella, 1964), and are informal. 

Ranks of Biostratigraphic Units. 

Article 53.-Fundamental Unit. The fundamental unit of biostrati
graphic classification is a biozone. 

Remarks. (a) Scope.-A single body of rock may be divided into various kinds and 
scales of biozones or subzones, as discussed in the lnternational Stratigraphic Guide 
(ISSC, 1976, p. 62). Such usage is recommended if it will promote clarity, but only the 
tmmodified term bio:wne is accorded formal status. 

(b) Divisions.-A biozone may be completely or partly divided into formally desig
nated sub-biozones (subzones), if such divisions serve a useful purpose. 

Biostratigraphic Nomenclature 

Article 54.-Establishing Formal Units. Formal establishment of a bio
zone or subzone must meet the requirements of Article 3 and requires a 
unique name, a description of its content and its boundaries, reference to a 
stratigraphic sequence in which the zone is characteristically developed, 
and a discussion of its spatial extent. 

Remarks. (a) Name.-The name, which is compound and designates the kind of 
biozone, may be based on: 

1. One or two characteristic and common taxa that are restricted to the biozone, 
reach peak relative abundance within the biozone, or have their total stratigraphic 
overlap within the biozone. These names most commonly are those of genera or sub
genera, binomial designations of species, or trinomial designations of subspecies. If 
names of the nominate taxa change, names of the zones should be changed according
ly. Generic or subgeneric names may be abbrevialed. Trivial species or subspecies 
names should not be used alone because they may not be unique. 

2. Combinations of letters derived from taxa which characterize the biozone. How
ever, alpha-numeric code designations (e.g., N1, N2, N3 . . .  ) are informal and not rec
ommended because they do not lend themselves readily to subsequent insertions, 
combinations, or eliminations. Biozonal systems based only on simple progressions of 
letters or numbers (e.g., A, B, C, or 1. 2, 3) are alw not recommended. 

(b) Revision.-Biozones and subzones are established empirically and may be mod· 
ified on the basis of new evidence. Positions of established biozone or subzone botmd
aries may be stratigraphically refmed, new characterizing taxa may be recognized, or 
original characterizing taxa If the concept of a particular biozone 
or subzone is substantially a new unique designation is required to avoid 
ambiguity in subsequent citations. 

(c) Specifying kind of zone.-lnitial designation of a formally proposed biozone or 
subzone as an abundance zone, or as one of the types of interval zones, or assemblage 
zones (Articles 49-52), is strongly recommended. Once the type of biozone is dearly 
identified, the designation may be dropped in the remainder of a text (e.g., Exus a/bus 

taxon range zone tu Exus albus biozone). 
(d) Defining taxa.-lnitial description or subsequent emendation of a biozone or 

subzone requires designation of the defining and characteristic taxa, and/or the docu
mented first and last occurrences which mark the biozone or subzone boundaries. 

(e) Stratotypes.-The geographic and stratigraphic position and botmdaries of a 
formally proposed biozone or subzone should be defined precisely or characterized 
in one or more designated reference sections. Designation of a stratotype for each 
new biostratigraphic unit and of reference sections for emended biostratigraphic 
units is required. 
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A 

REGION A 
ASSEMBLAGE ZONE W 

Defined assemblage zone 

Figure S. 
Examples of assemblage zone concepts. 

PEDOSTRATIGRAPHIC UNITS 

Nature and Boundaries 

Article 55.-Nature of Pedostratigraphic Units. A pedostratigraphk 
unit is a body of rock that consists of one or more pedologic horizons de
veloped in one or more lithostratigraphic, allostratigraphic, or lithodemic 
units (Fig. 6) and is overlain by one or more formally defined lithostrati
graphic or allostratigraphic units. 

Remarks. (a) Definition.-A pedostratigraphic8 unit is a buried, traceable, three-di
mensional body of rock that consists of one or more differentiated pedologic horizons. 

(b) Recognition,-The distinguishing property of a pedostratigraphic unit is the 
presence of one or more distinct, differentiated, pedologic horizons. Pedologic hori
zons are products of soil development (pedogenesi.:;} which occurred subsequent to 
formation of the lithostratigraphic, allostratigraphic, or lithodemic unit or units on 
which the buried soil was formed; these units are the parent materials in which pedo
genesis occurred. Pedologic horizons are recognized in the field by diagnostic features 
such as colorT soil structure, organic-matter accumulation, texture, clay coatings, stains, 
or concretions. Micromorphology. particle size, clay mineralogy, and other properties 
determined in the laboratory also may be used to identify and distinguish pedostrati
graphic units. 

(c) Boundaries and stratigraphic position.-The upper boundary of a pedostrati
graphic unit is the top of the uppermost pedologic horizon formed by pedogenesis in a 
buried soil profile. The lower boundary of a pedostratigraphic unit is the lowest 
de,finile physical boundary of a pedologic horizon within a buried soil profile. The 
stratigraphic position of a pedostratigraphic unit is determined by its relation to over
lying and underlying stratigraphic units. (see Remark d). 

(d) Traceability.-Practicability of subsurface tracing of the upper boundary of a 
buried soil is essential in establishing a pedostratigraphic unit because (1) few buried soils 
are exposed continuously for great distances, (2) the physical and chemical properties of a 
specific pedostratigraphic unit may vary greatly, both vertically and laterally, from place 
to place, and (3) pedostratigraphic units of different stratigraphic significance in the same 
region generally do not have unique 1dentifying physical and chemical characteristics. 
Consequently, extension of a pedostratigraphic unit is accomplished by lateral tracing of 
the contact between a buried soil and an overlying. formally defined lithostratigraphic or 
allostratigraphic unit, or between a soil and two or more demonstrably correlative strati
graphic units. 

8TerminoJogy related to pedostratigraphic classification is summarized on the fol
lowing page. 

c 

B 

REGION B 
ASSEMBLAGE ZONE X 

(e) Distinction from pedologic soils.-Pedologic soils may include organic de
posits (e.g., litter zones, peat deposits, or swamp deposits) that overlie or grade lat
erally into differentiated buried soils, The organic deposits are not products of 
pedogenesis, and 0 horizons are not included in a pedostratigraphic unit (Fig. 6); 
they may be classified as biostratigraphic or lithostratigraphic units. Pedologic soils 
also include the entire C horizon of a soil. The C horizon in pedology is not rigidly 
defined; it is merely the part of H soi) profile that underlies the B horizon, Tite base of 
the C horizon in many soil is gradational or unidentifiab1e; commonly it is 
placed arbitrarily. The for clearly defined and easily recognized physical 
boundaries for a stratigraphic unit requires that the lower boundary of a pedostrati
graphic unit be defined as the lowest definite physical boundary of a pedologic hori
zon in a buried soil profiier and part or all of the C horizon may be excluded from a 
pedostratigraphic unit. 

{f) Relation to sap rol ite and other weathered materials.-A material derived by in 
situ weathering of lithostratigraphic, allostratigraphic, and( or) lithodemic units (e.g., 
saprolite, bauxite, residuum) may be the parent materia] in which pedologic horizons 
form, but is not a pedologic soil. A pedostratigraphic unit may be based on the pedo· 
logic horizons of a buried soil developed in the product of in-situ weathering, such as 
saprolite, The parents of such a pedostratigraphic unit are both the saprolite and, indi
rectly, the rock from which it formed. 

{g) Distinction from other stratigraphic units,-A pedostratigraphic unit differs 
from other stratigraphic units in that (1) it is a product of surface alteration of one or 
more older material units by specific (pedogenesis), (2) its lithology and 
other properties differ markedly from of the parent material(s), and (3) a single 
pedostratigraphic unit may be formed in situ in parent material units of diverse compo
sitions and ages. 

(h) Independence from time concepts.-The boundaries of a pedostratigraphic 
unit are time-transgressive. Concepts of time spans, however measured, play no 
part in defining the boundaries of a pedostratigraphic unit. Nonetheless,. evidence 
of age, whether based on fossils, numerical ages, or geometrical or other relation
ships, may play an important role in distinguishing and identifying non-contiguous 
pedostratigraphic units at 1ocalities away from the type areas. The name of a pedos
tratigraphic unit should be chosen from a geographic feature in the type area, and 
not from a time span. 

Pedostratigraphic Nomenclature and Unit 

Article 56.-Fundamental Unit. The fundamental and only unit in pe
dostratigraphic classification is a geosol. 

Article 57.-Nomenclature. -The formal name of a pedostratigraph· 
ic unit consists of geographic name combined with the term "geosoL" 
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PEDOSTRATIGRAPHIC 
UNIT 

Figure 6. 

SOIL { 
SOLUM 

SOIL 
PROFILE 

PEDOLOGIC PROFILE OF A SOIL 
(Ruhe, 1 965; Pawluk, 1 978) 

B HORIZON 

C HORIZON 
(WITH INDEFINITE 

LOWER 
BOUNDARY) 

R HORIZON 
OR BEDROCK 

ORGANIC DEBRIS ON THE SOIL 

HORIZON OF I LLUVIAL 
ACCUMULATION AND (OR) 

RESIDUAL CONCENTRATION 

WEATHERED 
GEOLOGIC MATERIALS 

U NWEATHERED 
GEOLOGIC MATERIALS 

Relationship betwee n  pedostratigraphic units and pedologic profiles. The base of a geosol is the 
lowest clearly defined physical boundary of a pedologic horizon in a buried soil profile. In this ex
ample it  is the lower boundary of the B horizon because the base of the C horizon is not a dearly 
defined physical boundary. In other profiles the base may be the lower boundary of a C horizon. 

Capitalization of the initial letter in each word serves to identify formal 
usage. The geographic name should be selected in accordance with rec
ommendations in Article 7 and should not duplicate the name of anoth
er formal geologic unit. Names based on subjacent and superjacent rock 
units, for example the super-Wilcox-sub-Claiborne soil, are informal, as 
are those with time connotations (post-Wilcox-pre-Claiborne soil). 

Remarks.( a) Composite geosols.-WherP the horizons of two or more merged or 
"welded" buried soils can be distinguished, formal names of pedostratigraphic units 
based on the horizon boundaries can be retained, WherE' the horizon boundaries of the 
respective merged or "welded" soils caruY)t be distinguished, formal pedostratigraph
ic classification is abandoned and a combined name such as Hallettville-Jamesville 
geosol may be used informally. 

(b) Characterization.-The physical and chemical properties of a pedostratigraphic 
unit commonly vary vertically and laterally throughout the geographic extent of the 
unit. A pcdostratigraphic unit is charaderlzed by the range of physical and chemical 
properties of the unit in the type area, rather than by "typical" properties exhibited in 
a type section. Consequently, a pedostratigraphtc urut is characterized on the basis of a 
composite stratotype (Article 8d). 

(c) Procedures for establishing formal pedostratigraphic units.-A formal pedos
tratigraphic unit may be established in accordance with the applicable requirements of 
Article 3, and additionally by describing major soil horizons in e(lch soil facies. 

ALLOSTRATIGRAPHIC UNITS 

Nature and Boundaries 

Article 58.-Nature of Allostratigraphic Units. An allostratigraphic9 

unit is a mappable stratiform body of sedimentary rock that is defined and 
identified on the basis of its bounding discontinuities. 

Remarks. {a) Purpose.-Formal allostratigraphic units may be defined to distin
guish between different (1) superposed discontinuity-bounded deposits of similar 
lithology (Figs. 7, 9), (2) contiguous discontinuity-bounded of similar lithology 
(Fig. 8), or (3) geographically separated units of similar lithology 
{Fig. 9), or to distinguish as single units discontinuity-bounded deposits characterized 
by lithic heterogeneity (Fig. 8). 

(b) 1ntemal characteristics.-Intemal characteristics (physical, chemicaL and pale
ontological) may vary laterally and vertically throughout the unit. 

(c} Boundaries.-Boundaries of allostratigraphic units are laterally traceable dis
continuitiPS (Figs. 7, 8, and 9). 

(d) Mappability.-A formal allostratigraphic unit must be mappable at the scale 
practiced in the region where the unit is defined. 

(e) Type locality and exlenl.-A type locality and type area must be designated; a 
composite stratotype or a ty.11e section and severill reference sections are desirable. An 

9 From the Greek allo: "other, different.'! 

allostratigraphic unit may be laterally contiguous with a formally defined lithostrati
graphic unit; a vertical cut-off between such units is placed where the units met>t. 

(f) Relation to genesis.-Genetic interpretation is an inappropriat� basis for defin
ing an allostratigraphic unit. However, genetic interpretation may influence the choice 
of its boundaries. 

(g) Relation to geomorphic surfaces.-A geomorphic surface may be used as a 
boundary of an allostratigraphic unit, but the unit should not be given the geographic 
name of the surface. 

(h) Relation to soi ls and paleosols.-Soils and paleosols are composed of products 
of weathering and pedogenesis and differ in many respects from allostratigraphic 
units, which are depositional units (see "Pedostratigraphic Units.'' Article 55). The 
upper boundar}' of a surface or buried soil may be used as a boundary of an allostrati
graphic unit. 

(i) Relation to inferred geologic history.-lnferred geologic history not used to 
define an unit. However, well-documented geologic history may in-
fluence 

(j) Relation to time concepts.-lnferred time spans,.. however measured, are not 
used to define an allostratigraphic unit. However� age relationships may influence the 
choke of the unit's boundaries. 

(k) Extension of al lostratigraphic units.-An allostratigraphic unit is extended 
from its type area tracing the boundary discontinuities or by tracing or matching 
the deposits between 

RANKS OF ALLOSTRATIGRAPHIC UNITS 

Article 59.-Hierarchy. The hierarchy of allostratigraphic units, in order 
of decreasing rank, is allogroup, alloformation, and allomember. 

Remarks. (a) Allofonnation.-The alloformation is the fundamental unit in al
lostratigraphic dassification. An alloformation may be completely or only partly divid
ed into allomembers, if some useful purpose is served, or it may have no allomembers. 

(b) Allomember.·····An allomember is the formal allostratigraphic unit next in rank 
below an alloformation. 

(c) Allogroup-An allogroup is the allostratigraphic unit next in rank above an allo
form&tion. An allogroup is established only if a unit of that rank if essential to elucida
tion of geologic history An allogroup may consist entirely of named alloformations or1 
alternatively, may contain one or more named alloformation which jointly do not com
prise the entire allogroup. 

(d) Changes in rank.-The principles and procedures for elevation and reduction in 
rank of formal allostratigraphic units are the same as those in Articles 19b, 19g, and 28. 

Allostratigraphic Nomenclature 

Article 60.-Nomendature. The principles and procedures for naming 
allostratigraphic units are the same as those for naming of lithostrati
graphic units (see Articles 7, 30). 

Remark (a} Reivison.-A1lostratigraphk units may be revised or othenvise modified 
in accordance \vith the recommendations in Articles 17 to 20. 
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OLDER 
ROCKS 

EXPLANATION 

Figure 7. 

Clay 

Sand 

Gravel 

4 Allostratigraphic unit 

,..,.,.,.,.,.,. Buried soil 

- Disconformity 

Example of a llostratigraphic classification of alluvial and lacustrine deposits i n  a graben. The allu
vial and lacustrine deposits may be included in a single formation, or may be separated laterally 
into formations distinguished on the basis of contrasting texture (gravel, clay). Textural changes 
are abrupt and sharp, both vertically and laterally. The gravel deposits and clay deposits, respec
tively, are lithologically similar and thus cannot be distinguished as members of a formation. 
Four allostratigraphic units, each including two or three textural facies, may be defined on the 
basis of laterally traceable discontinuities (buried soils and disconformities). 

Figure s. 
Example of a llostratigraphic classification of contiguous 
deposits of similar lithology. Allostratigraphic units 1 ,  2, 
and 3 are physical records of three glaciations. They are 
lithologically similar, reflecting derivation from the same 
bedrock, and constitute a single lithostratigraphic unit. 

FORMAL UNITS DISTINGUISHED B Y  AGE 

GEOLOGIC-TIME UNITS 

Nature and Types 

Article 61.-Types. Geologic-time units are conceptual, rather than ma
terial, in nature. Two types are recognized: those based on material stan
dards or referents (specific rock sequences or bodies), and those 
independent of material referents (Fig. 1). 

Units Based on Material Referents 

Article 62.-Types Based on Referents. Two types of formal geologic
time units based on material referents are recognized: they are isochro
nous and diachronous units. 

Article 63.-lsochronous Categories. Isochronous time units and the 
material bodies from which they are derived are twofold: geochronologic 
units (Article 80), which are based on corresponding material chronos
tratigraphic units (Article 66), and polarity-geochronologic units (Article 
88), based on corresponding material polarity-chronostratigraphic units 
(Article 83). 

Remark {a) Ex:tent,-.-Isochronous units are applicable worldwide; they may be re

ferred to even in areas Jacking a materia ! record of the named span of time. The dura

tion of the time may be represented by a unit-stratotype referent. The beginning and 

end of the time are represented by poin t-boundary-stratotypes either in a single strati

graphic sequence or in separate stratotype sections (Article 8b, lOb). 

Article 64.-Diachronous Categories. Diachronic units (Article 91) are 
time units corresponding to diachronous material allostratigraphic units 
(Article 58), pedostratigraphic units (Article 55), and most lithostrati
graphic (Article 22) and biostratigraphic (Article 48) units. 

Remarks. (a) Diachroneity.-Some lithostratigraphic and biostratigraphic units are 

dearly diachronous, whereas others have boWldaries which are not demonstrably iachro
nous within the resolving power of available dating methods. The latter commonly are 

treated as isochronous and are used for purposes of chronocorrelations (see biochrono

zone, Article 75). However, the assumption of isochroneity must be tested continually. 
(b) Extent.-Diachronic units are coextensive with the diachronous material strati

graphic units on which they are based and are not used beyond the extent of their ma
terial referents, 

Units Independent of Material Referents 

Article 65.-Numerical Divisions of Time. Isochronous geologic-lime 
units based on numerical divisions of lime in years are geochronometric 
units (Article 96) and have no material referents. 

CHRONOSTRATIGRAPHIC UNITS 

Nature and Boundaries 

Article 66.-Definition. A chronostratigraphic unit is a body of rock es
tablished to serve as the material reference for all rocks formed during the 

\ 
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X 
y 

A 

Longitudinal profile of terrace deposits projected to axis of present 
floodplain. (Scale much smaller than in Figures 98 and 9C). 

B 

Transverse lateral cross-section of valley wall at 
X-X' in Figure 9A. 

Figure 9. 

Transverse lateral cross-section of valley wall at 
Y-Y' in Figure 9A. 

Example of allostratigraphic classification of lithological ly similar, discontinuous terrace deposits. A, 
B, C, and D are terrace gravel units of similar lithology at different topographic positions on a valley 
wall. The deposits may be defined as separate formal allostratigraphic units if such units are useful 
and if bounding discontinuities can be traced lateral ly. Terrace gravels of the same age commonly 
are separated geographically by exposures of older rocks. Where the bounding discontinuities can
not be traced continuously, they may be extended geographically on the basis of objective correla
tion of internal properties of the deposits other than lithology (e.g., fossil content, included 
tephras), topographic position, numerical ages, or relative-age criteria (e.g., soils or other weather
ing phenomena). The criteria for such extension should be documented. Slope deposits and eolian 
deposits (S) that mantle terrace surfaces may be of diverse ages and are not included in  a terrace
gravel allostratigraphic unit. A single terrace surface may be underlain by more than one allostrati
graphic unit (units B and C in sections b and c). 

same span of time. Each of its boundaries is synchronous. The body also 
serves as the basis for defining the specific interval of time, or geochrono
logic unit (Article 80), represented by the referent. 

Remarks. (a) Purposes.---Chronostratigraphic classification provides a means of es

tablishing the temporally sequential order of rock bodies. Principal purposes are to 

provide a framework for (1) temporal correlation of the rocks in one area with those in 

another, (2) placing the rocks of the Earth's crust in a systematic sequence and indicat

ing their relative position and age with respect to earth history as a whole, and (3) con
structing an internationally recognized Standard Global Chronostratigraphic Scale. 

(b) Nature.-A chronostratigraphic nnit is a material unit and consists of a body of 
strata formed during a specific time span. Such a unit represents all rocks, and only 

those rocks, formed during that time span. 

(c) Content.-A chronostratigraphic unit may be based upon the time span of a 
biostratigraphic nnit, a lithic unit, a magnetopolarity unit, or any other feature of the 
rock record that has a time range. Or it may be any arbitrary but specified sequence of 

rocks, provided it has properties allowing chronocorrelation with rock sequences 
elsewhere. 

Article 67.-Boundaries. Boundaries of chronostratigraphic units 
should be defined in a designated stratotype on the basis of observable pa
leontological or physical features of the rocks. 

Remark. (a) Emphasis on lower boundaries of chronostratigraphic units.-Designa

tion of point botmdaries for both base and top of chronostratigraphic nnits is not recom
mended, because subsequent information on relations between successive units may 

identify overlaps or gaps. One means of minimizing or eliminating problems of duplica

tion or gaps in chronostratigraphic successions is to define formally as a point-bonndary 
stratotype only the base of the tmit. Thus, a chronostratigraphic nnit with its base de
fined at one locality, will have its top defined by the base of an overlying unit at the same, 

but more commonly another, locality (Article 8b). 

Article 68.-Correlation. Demonstration of time equivalence is required 
for geographic extension of a chronostratigraphic unit from its type sec
tion or area. Boundaries of chronostratigraphic units can be extended only 
within the limits of resolution of available means of chronocorrelation, 
which currently include paleontology, numerical dating, remanent mag
netism, thermoluminescence, relative-age criteria (examples are superpo
sition and cross-cutting relations), and such indirect and inferential 
physical criteria as climatic changes, degree of weathering, and relations 
to unconformities. Ideally, the boundaries of chronostratigraphic units are 
independent of lithology, fossil content, or other material bases of strati
graphic division, but, in practice, the correlation or geographic extension 
of these boundaries relies at least in part on such features. Boundaries of 
chronostratigraphic units commonly are intersected by boundaries of 
most other kinds of material units. 

Ranks of Chronostratigraphic Units 

Article 69.-Hierarchy. The hierarchy of chronostratigraphic units, in 
order of decreasing rank, is eonothem, era them, system, series, and stage. 
Of these, system is the primary unit of worldwide major rank; its primacy 
derives from the history of development of stratigraphic classification. All 
systems and units of higher rank are divided completely into units of the 
next lower rank. Chronozones are non-hierarchical and commonly lower
rank chronostratigraphic units. Stages and chronozones in sum do not 
necessarily equal the units of next higher rank and need not be contigu
ous. The rank and magnitude of chronostratigraphic units are related to 
the time interval represented by the units, rather than to the thickness or 
areal extent of the rocks on which the units are based. 

Article 70.-Eonothem. The unit highest in rank is eonothem. The 
Phanerozoic Eonothem encompasses the Paleozoic, Mesozoic, and Cenozoic 
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Erathems. Although older rocks have been assigned heretofore to the Pre
cambrian Eonothem, they also have been assigned recently to other 
(Archean and Proterozoic) eonothems by the lUGS Precambrian Subcom
mission. The span of time corresponding to an eonothem is an eon. 

Article 71.-Erathem. An erathem is the formal chronostratigraphic 
unit of rank next lower to eonothem and consists of several adjacent sys
tems. The span of time corresponding to an era them is an era. 

Remark. (a) Names.-Names given to tradition a] Phanerozoic erathems were based 
upon major stages in the development of life on Earth: Paleozoic (old), Mesozoic (in· 
termediate), and Cenozoic (recent) life. Although somewhat comparable terms have 
been applied to Precambrian unit'i:, the names and ranks of Precambrian divisions are 
not yet universally agreed upon and are under consideration by the lUGS Subcommis
sion on Precambrian Stratigraphy. 

Article 72.-System. The unit of rank next lower to erathem is the sys
tem. Rocks encompassed by a system represent a time-span and an 
episode of Earth history sufficiently great to serve as a worldwide 
chronostratigraphic reference unit. The temporal equivalent of a system is 
a period. 

Remark. (a) Subsystem and supersystem.-Some systems initially established in 
Europe later were divided or grouped elsewhere into units ranked as systems. 
Subsystems (Mississippian Subsystem of the Carboniferous System) and supersystems 
(Karoo Supersystem) are more appropriate. 

Article 73.-Series. Series is a conventional chronostratigraphic unit 
that ranks below a system and always is a division of a system. A series 
commonly constitutes a major unit of chronostratigraphic correlation 
within a province, between provinces, or between continents. Although 
many European series are being adopted increasingly for dividing sys
tems on other continents, provincial series of regional scope continue to be 
usefuL The temporal equivalent of a series is an epoch. 

Article 74.-Stage. A stage is a chronostratigraphic unit of smaller scope 
and rank than a series. It is most commonly of greatest use in intra-conti
nental classification and correlation, although it has the potential for 
worldwide recognition. The geochronologic equivalent of stage is age. 

Remark. (a) Substage.-Stages may be, but need not be, divided completely into 
substages. 

Article 75.-Chronozone. A chronozone is a nonhierarchical, but com
moniy small, formal chronostratigraphic unit, and its boundaries may be 
independent of those of ranked units. Although a chronozone is an 
isochronous unit, it may be based on a biostratigraphic unit (example: 
Cardioceras cordatum Biochronozone), a lithostratigraphic unit (Woodbend 
Lithochronozone), or a magnetopolarity unit (Gilbert Reversed-Polarity 
Chronozone). Modifiers (litho-, bio-, polarity) used in formal names of the 
units need not be repeated in general discussions where the meaning is 
evident from the context, e.g., Exus albus Chronozone. 

Remarks. (a) Boundaries of chronozones.-The base and top of a chronozone corre
spond in the unit's stratotype to the observed, defining, physical and paleontological 
features, but they are extended to other areas by any means available for recognition of 
synchroneity. The temporal equivalent of a chronozone is a chron. 

(b) Scope.-The scope of the non-hierarchical chronozone may range markedly, de· 
pending upon the purpose for which it is defined either forma Uy or informally. The in
formal "biochronozone of the ammonites," for example, represents a duration of time 
which is enormous and exceeds that of a In contrast, a biochronozone defined 
by a species of limited range, such as the albus Chronozone? may represent a du-
ration equal to or briefer than that of a stage. 

(c) Practical utility.--Chronozones, especially thin and informal biochronozones 
and lithochronozones bounded by key beds or other "markers," are the units vsed 
most commonly in industry investigations of selected parts of the stratigraphy of eco
nomically favorable basins. Such units are useful to define geographic distributions of 
lithofacies or biofacies, which provide a basis for genetic interpretations and the selec
tion of targets to drill. 

Chronostratigraphic Nomenclature 

Article 76.-Requirements. Requirements for establishing a formal 
chronostratigraphic unit include: (i) statement of intention to designate 
such a unit; (ii) selection of name; (iii) statement of kind and rank of unit; 
(iv) statement of general concept of unit including historical background, 
synonymy, previous treatment, and reasons for proposed establishment; 
(v) description of characterizing physical and/ or biological features; (vi) 
designation and description of boundary type sections, stratotypes, or 
other kinds of units on which it is based; (vii) correlation and age rela
tions; and (viii) publication in a recognized scientific medium as specified 
in Article 4. 

Article 77.-Nomenclature. A formal chronostratigraphic unit is given a 
compound name, and the initial letter of all words, except for trivial taxo
nomic terms, is capitalized. Except for chronozones (Article 75), names 
proposed for new chronostratigraphic units should not duplicate those for 
other stratigraphic units. For example, naming a new chronostratigraphic 
unit simply by adding "-an" or "-ian" to the name of a lithostratigraphic 
unit is improper. 

Remarks. (a) Systems and units of higher rank.-Names that are generally accept
ed for systems and units of higher rank have diverse origins, and they also have differ� 
ent kinds of endings (Paleozoic, Cambrian, Cretaceous, Jurassic, Quaternary). 

(b) Series and units of lower rank.-Series and units of lower rank are commonly 
known either by geographic names (Virgilian Series, Ocho�n Series) or by names �f 
their encompassing units modified by the capitalized adjectives Upper, Middle, and 
Lower (Lower Ordovician), Names of chronozones are derived from the unit on which 
they are based (Article 75). For series and stage, a geographic name is preferable be
cause it may be related to a type area. For geographic names, the adjectival endings -an 
or -ian are recommended (Cincinnatian Series), but it is permissible to use the geo
graphic name without any speciot ending, if more euphonious. Many series and stage 
names already in use have been based on lithic units (groups� formations, and mem� 
bers) and bear the names of these units (\'Volfcampian Series, Claibornian Stage), Nev
ertheless, a stage preferably should have a geographic name not previously used in 
stratigraphic nomenclature. Use of internationally accepted (mainly European) stag(' 
names is prefernbly to the proliferation of others. 

Article 78.-Stratotypes. An ideal stratotype for a chronostratigraphic 
unit is a completely exposed unbroken and continuous sequence of fossil
iferous stratified rocks extending from a well defined lower boundary to 
the base of the next higher unit. Unfortunately, few available seque�ces 
are sufficiently complete to define stages and units of higher rank, which 
therefore are best defined by boundary-stratotypes (Article 8b). 

Boundary-stratotypes for major chronostratigraphic units ideally 
should be based on complete sequences of either fossiliferous monofacial 
marine strata or rocks with other criteria for chronocorrelation to permit 
widespread tracing of synchronous horizons. Extension of synchronous 
surfaces should be based on as many indicators of age as possible. 

Article 79.-Revision of units. Re\'ision of a chronostratigraphic unit 
without changing its name is allowable but requires as much justification 
as the establishment of a new unit (Articles 17, 19, and 76). Revision or re
definition of a unit of system or higher rank requires international agree
ment. If the definition of a chronostratigraphic uni t is inadequate, it may 
be clarified by establishment of boundary stratotypes in a principal refer· 
ence section. 

GEOCHRONOLOGIC UNITS 

Nature and Boundaries 

Article 80.-Definition and Basis. Geochronologic units are divisions 
of time traditionally distinguished on the basis of the rock record as ex
pressed by chronostratigraphic units. A geocluonologic unit is not a strati· 
graphic unit (i.e., it is not a material unit), but it corresponds to the time 
span of an established chronostratigraphic unit (Article 65 and 66), and ils 
beginning and ending corresponds to the base and top of the referent. 

Ranks and Nomenclature of Geochronologic Units 

Article 81.-Hierarchy. The hierarchy of geochronologic units in order 
of decreasing rank is eon, era, period, epoch, and age. Chron is a non-hierar
chical, but commonly brief, geochronologic unit. Ages in sum do not nec
essarily equal epochs and need not form a continuum. An eon is the time 
represented by the rocks constituting an eonothem; era by an erathem; 
period by a system; epoch by a series; age by a stage; and chron by a 
chronozone. 

Article 82.-Nomendature. Names for periods and units of lower rank 
are identical with those of the corresponding chronostratigraphic units; the 
names of some eras and eons are independently formed. Rules of capital
ization for chronostratigraphic units (Article 77) apply to geochronologic 
units. The adjectives Early, Middle, and Late are used for the geochrono
logic epochs equivalent to the corresponding chronostratigraphic Lower, 
Middle, and Upper series, where these are formally establL'lhed. 

POLARITY-CHRONOSTRATIGRAPHIC UNITS 

Nature and Boundaries 

Article 83.-0efinition. A polarity-chronostratigraphic unit is a body of 
rock that contains the primary magnetic-polarity record imposed when 
the rock was deposited, or crystallized, during a specific interval of geo
logic time. 
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Remarks. (a) Nature.-Polarity-chronostratigraphic units depend fundamentally for 
definition on actual sections or sequences, or ffif'A.Surernents on individual rock units� 
and witho�t these standards they are meaningless. They are based on material units, 
the polarity zones of magnetopolarity classification. Each polarity-chronostratigraphic 
unit is the record of the time during which the rock formed and the Earth's magnetic 
field had a designated polarity. eire should be taken to define polarity-chronologie 
units in terms of polarity-chronostratigraphic units, and not vice versa. 

(b) Principal purposes.--Two principal purposes are served by polarity
chronostratigraphic classification: (1) correlation of rocks at one place with those of 
the same age and polarity at other places; and (2) delineation of the polarity history 
of the Earth's magnetic field. 

(c) Recognition.-A polarity-chronostratigraphic unit may be extended geographi
cally from its type locality only with the support of physical and I or paleontologic cri
teria used to confirm its age. 

Article 84.-Boundaries. The boundaries of a polarity chronozone 
are placed at polarity-reversal horizons or polarity transition-zones 
(see Article 45). 

RANKS AND NOMENCLATURE OF POLARITY
CHRONOSTRATIGRAPHIC UNITS 

Article 85.-Fundarnental Unit. The polarity chronozone consists of 
rocks of a specified primary polarity and is the fundamental unit of world
wide polarity-chronostratigraphic classification. 

Remarks. (a) Meaning of tenn.-A polarity chronozone is the worldwide body of 
rock strata that is collectively defined as a polarity-chronostratigraphic unit. 

(b) Scope.-lndividual polarity zones are the basic building blocks of polarity 
chronozones. Recognition and definition of polarity chronozones may thus involve 
step�by-step assembly of carefully dated or correlated individual polarity zones, espe
cially in work with rocks older than the oldest ocean-floor magnetic anomalies. This 
procedure is the method by which the Brunhes, Matuyama, Gauss, and GHbert 
Chronozones were recognized (Coxf Doell, and Dalrymple, 1963) and defined original
ly (Cox, Doell. and Dalrymple, 1964). 

(c) Ranks,-Divisions of polarity chronozones are designated polarity subchrono
zones. Assemblages of polarity chronozones may be termed polarity superchrono
zones. 

Article 86.-Establishing Formal Units. Requirements for establishing 
a polarity-chronostratigraphic unit include those specified in Articles 3 
and 4, and also (1) definition of boundaries of the unit, with specific refer
ences to designated sections and data; (2) distinguishing polarity charac
teristics, lithologic descriptions, and included fossils; and (3) correlation 
and age relations. 

Article 87.-Name. A formal polarity-chronostratigraphic unit is given 
a compound name beginning with that for a named geographic feature; 
the second component indicates the normal, reversed, or mixed polarity of 
the unit, and the third component is chronozone. The initial letter of each 
term is capitalized. If the same geographic name is used for both a magne
topolarity zone and a polarity-chronostratigraphic unit, the latter should 
be distinguished by an -an or -ian ending. Example: Tetonian Reversed
Polarity Chronozone. 

Remarks: (a) Preservation of established name.-A particularly well-established 
name should not be displaced, either on the basis of priority, as described in Article 7c, 
or bec:ause it was not taken from geographic feature. Continued use of Brunhes, 
Matuyama, Gauss, and Gilbert� for example, is endorsed so long as they remain valid 
units. 

(b) Expression of doubt.-Doubt in the assignment of polarity zones to poJar)ty
chronostratigraphic units should be made explicit if criteria of time equivalence are 
inconclusive, 

POLARITY-CHRONOLOGie UNITS 

Nature and Boundaries 

Article 88.-Definition. Polarity-chronologie units are divisions of geo
logic time distinguished on the basis of the record of magnetopolarity as 
embodied in polarity-chronostratigraphic units. No special kind of mag
netic time is implied; the designations used are meant to convey the parts 
of geologic time during which the Earth's magnetic field had a character
istic polarity or sequence of polarities. 'These units correspond to the time 
spans represented by polarity chronozones, e.g., Gauss Normal Polarity 
Chronozone. They are not material units. 

RANKS AND NOMENCLATURE OF POLARITY-CHRONOLOGie 
UNITS 

Article 89.-Fundamental Unit. 'The polarity chron is the fundamental 
unit of geologic time designating the time span of a polarity chronozone. 

Remark. (a) Hierarchy.-Polarity-chronologic units of decreasing hieran.:hical ranks 
are polarity superchron, polarity chron, and polarity subchron. 

Article 90.-Nomenclature. Names for polarity chronologie units are 
identical with those of corresponding polarity-chronostratigraphic units, 
except that the term chron (or superchron, etc.) is substituted for chrono
zone (or superchronozone, etc.). 

DIACHRONIC UNITS 

Nature and Boundaries 

Article 91 .-Definition. A diachronic unit comprises the unequal spans of 
time represented either by a specific lithostratigraphic, allostratigraphic, bios
tratigraphic, or pedostratigraphic unit, or b y  an assemblage of such units. 

Remarks, (a) Purposes.-Diachronic classification provides (1)  a means of compar
ing the spans of time represented by stratigraphic units with diachronous boundaries 
at different localities, (2) a basis for broadly establishing in time the beginning and end
ing of deposition of diachronous stratigraphic units a t  different sites, (3) a basis for in
ferring the rate of change in areal extent of depositional processes, (4) a means of 
determining and comparing rates and durations of deposition at different localities, 
and (5) a means of comparing temporal and spatial relations of diachronous strati
graphic units (Watson and Wright, 1980). 

(b) Scope.-The scope of a diachronic unitiq related to (1) the relative magnitude of 
the transgressive division of time represented by the stratigraphic unit or units on 
which it is based and (2) the areal extent of those units. A diachronic unit is not ex
tended beynnd the geographic limits of the stratigraphic unit or units on which it is 
based. 

(c) Basis.-� The basis for a diachronic unit is t-he diachronous referent 
(d) Duration.-A diachronic unit may be of equal duration at different places de

spite differences in the times at which it began and ended at those places. 

Article 92.-Boundaries. The boundaries of a diachronic unit are the 
times recorded by the beginning and end of deposition of the material ref
erent at the point under consideration (Figs. 10, 11). 

Remark. (a) Temporal relations.-One or both of the boundaries of a diachronic 
unit are demonstrably time-transgressive. The varying time significance of the bound-
aries is defined series of boundary reference sections (Article 8b, Re). The duration 
and age of a unit differ from place to place (Figs. 10. 11). 

Ranks and Nomenclature of Diachronic Units 

Article 93.-Ranks. A diachron is the fundamental and nonhierarchical 
diachronic unit. If a hierarchv of diachronic units is needed, the terms 
episode, phase, span, and cli;,e, in order of decreasing rank, are recom
mended. The rank of a hierarchical unit is determined by the scope of the 
unit (Article 91 b), and not by the time span represented by the unit at a 
particular place. 

Remarks. (a) Diachron.-Diachrons may differ greatly in magnitude because they 
are the spans of time represented by individual or grouped lithostratigraphic. al
lostratigraphic. biostratigraphic, and( or) pedostratigraphic umts. 

(b) Hierarchical ordering permissible.-A hierarchy of diachronic units may be de
fined if the resolution of spatial and temporal relations of diachronous stratigraphic units 
is sufficiently precise to make the hierarchy useful (Watson and Wright, 1980). Although 
all hierarchical units of rank lower than episode are part of a unit next higher in rank, not 
all parts of an episode, phase, or span need be represented by a unit of lower rank. 

Figure 10. 
Comparison of geochronologic, chronostratigraphic, 
and diachronic units. 
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Figure 11 .  

AREAL EXTENT O F  DEFINING 
MATERIAL UNIT OR UNITS 

AREAL EXTENT OF DEFINING 
MATERIAL UNIT OR UNITS 

Schematic relation of phases to an episode. Parts of a phase similarly may be divided into 
spans, and spans into clines. Formal definition of spans and cl ines is unnecessary in  most di
achronic unit hierarchies. 

(c) Episode.�An episode is the unit of highest rank and greatest scope in hierarchi
cal classification. If the "Wisconsinan Age" were to be redefined as a diachronic unit, it 
would have the rank of episode. 

Article 94.-Name. The name for a diachronic unit should be com
pound, consisting of a geographic name followed by the term diachron or 
a hierarchical rank term. Both parts of the compound name are capitalized 
to indicate formal status. If the diachronic unit is defined by a single strati
graphic unit, the geographic name of the unit may be applied to the di
achronic unit. Otherwise, the geographic name of the diachronic unit 
should not duplicate that of another formal stratigraphic unit. Genetic 
terms (e.g., alluvial, marine) or climatic terms (e.g., glacial, interglacial) are 
not included in the names of diachronic units. 

Remarks. (a) Formal designation of units.-Diachronic units should be formally 
defined and named only if such definition is useful. 

(b) Inter-regional extension of geographic names.-The geographic name of a di
achronic unit may be extended from one region to another if the stratigraphic units on 
which the diachronic unit is based extend across the regions. If different diachronic 
units in contiguous regions eventually prove to be based on laterally continuous strati
graphic units, one name should be applied to the unit in both region. If two names 
have been applied, one name should be abandoned and the other formally extended. 
Rules of priority (Article 7d) apply. Priority in publication is to be respected, but prior
ity alone does not justify displacing a well-established name by one not well-known or 
commonly used. 

(c) Change from geochronologic to diachronic classification.-Lithostratigraphic 
units have served as the material basis for widely accepted chronostratigraphic and 
geochronologic classifications of Quaternary nonmarine deposits, such as the classifi
cations of Frye et al (1968), Willman and Frye (1970), and Dreimanis and Karrow 
(1972). In practice, time-parallel horizons have been extended from the stratotypes on 
the basis of markedly time-transgressive lithostratigraphic and pedostratigraphic unit 
boundaries. The time ("geochronologic") units, defined on the basis of the stratotype 
sections but extended on the basis of diachronous stratigraphic boundaries, are di
aChronic units. Geographic names established for such "geochronologic" units may be 
used in diachronic classification if (1) the chronostratigraphic and geochronologic clas
sifications are formally abandoned and diachronic classifications are proposed to re
place the former ''geochronologic" classifications, and (2) the units are redefined as 
formal diachronic units. Preservation of well-established names in these specific cir
cumstances retains the intent and purpose of the names and the units, retains the prac
tical significance of the units, enhances communication, and avoids proliferation of 
nomenclature. 

Article 95.-Establishing Formal Units. Requirements for establishing 
a formal diachronic unit, in addition to those in Article 3, include (1) spec
ification of the nature, stratigraphic relations, and geographic or areal rela
tions of the stratigraphic unit or units that serve as a basis for definition of 
the unit, and (2) specific designation and description of multiple reference 
sections that illustrate the temporal and spatial relations of the defining 
stratigraphic unit or units and the boundaries of the unit or units. 

Remark. (a) Revision or abandonment-Revision or abandonment of the strati
graphic unit or units that serve as the material basis for definition of a diachronic unit 
may require revision or abandonment of the diachronic unit. Procedure for revision 
must follow the requirements for establishing a new diachronic unit. 

GEOCHRONOMETRIC UNITS 

Nature and Boundaries 

Article 96.-Definition. Geochronometric units are units established 
through the direct division of geologic time, expressed in years. Like 
geochronologic units (Article 80), geochronometric units are abstractions, 
i.e., they are not material units. Unlike geochronologic units, geochrono
metric units are not based on the time span of designated chronostrati
graphic units (stratotypes), but are simply time divisions of convenient 
magnitude for the purpose for which they are established, such as the de
velopment of a time scale for the Precambrian. Their boundaries are arbi
trarily chosen or agreed-upon ages in years. 

Ranks and Nomenclature of Geochronometric Units 

Article 97.-Nomenclature. Geochronologic rank terms (eon, era, peri
od, epoch, age, and chron) may be used for geochronometric units when 
such terms are formalized. For example, Archean Eon and Proterozoic 
Eon, as recognized by the lUGS Subcommission on Precambrian Stratigra
phy, are formal geochronometric units in the sense of Article 96, distin
guished on the basis of an arbitrarily chosen boundary at 2.5 Ga. 
Geochronometric units are not defined by, but may have, corresponding 
chronostratigraphic units (eonothem, erathem, system, series, stage, and 
chronozone). 
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Appendix D 
Nomenclature of Global and Northern 
American Chronostratigraphic Units 

Nomenclature of chronostratigraphic units generally used throughout the world. Some 
North American stage names are also shown, together with a chronometric scale. Source: 
Salvador, A., 1 985, Chronostratigraphic and geochronometric scales in COSUNA strati
graphic nomenclature charts of the United States: Am. Assoc. Petroleum Geologists Bull., 
v. 69, Fig. 1 -3, p. 1 82-1 84. Reprinted by permission of MPG, Tulsa, Okla. 
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Appendix E 
Web Sites Pertaining to Sedimentology and 
Stratigraphy 

Web-Resource Sites 
Earth Science Basic Resources 

http:/ /geology.about.com/od/activitiesbasics/ 
(Provides links to numerous Earth science topics, including some pertinent to sed
imentology I stratigraphy) 

On-Line Earth Science Journals 

http://www.colostate.edu/-cwis70/journals.html 
(Provides links to journal articles online; site maintained by Colorado State 
University) 

Web Resources for Sedimentary Geologists 

http:/ /darkwing. uoregon.edu/ -rdorsey/SedResources.html 
(Extensive links to sites of interest to sedimentary geologists; maintained by Becky 
Dorsey, University of Oregon; includes links to many research sites and sedimen
tologists on the Web) 

Selected Web Sites for Geoscientists 

http://www-sul.stanford.edu/depts/branner/information/sel.geo.html 
(Site maintained by Geoscience Information Society) 

Organizations or Societies Promoting 
Sedimentology and Stratigraphy 
American Association Petroleum Geologists (AAPG) 

http:/ /www.aapg.org/ 

American Geological Institute 

http://www.agiweb.org/ 

American Petroleum Institute 

http://api-ec.api.org/newsplashpage/index.cfm 
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Canadian Society of Petroleum Geologists 

http://www.cspg.org/ 

Clay Mineral Society 

http://cms.lanl.gov/ 

Geological Association of Canada 

http://www.esd.mun.ca/-gac/ ABOUT /presenti.html 

Geological Society of America 

http://www.geosociety.org/pubs/index.htm 

Index of U.S. Geological Survey Web Sites 

http://www.usgs.gov/network/ 

International Association of Sedimentologists (lAS) 

http://www.iasnet.org/publications/index.asp 

International Union of Geological Sciences (lUGS) 

http://www.iugs.org/ See also lugs Links to lugs Bodies 
http://www.iugs.org/iugs/links.htm 

North American Commission on Stratigraphic Nomenclature 

http://www.agiweb.org/nacsn/ 

Paleontological Society 

http://www. paleosoc.org/ 

Society for Sedimentary Geology (SEPM) 

http:/ /www.sepm.org/ 

Soil Science Society of America 

http://www.soils.org/ 

Publishers of Sedimentological and Stratigraphic 
Journals and Spedal Publications 
AAPG Bookstore (Publications of the American Association of 

Petroleum Geologists) 
http://bookstore.aapg.org/ 
(Publishes the AAPG Bulletin plus memoirs and other special papers) 

American Geological Institute 

http://www.agiweb.org/ 
(Publishes Geotimes and other materials of general geologic interest) 

Blackwell Science (Publications) 

http:/ /www.blackwellpublishing.com/ 
(Publishes the journals "Sedimentology" and "Basin Research/' as well as books 
dealing with sedimentology and stratigraphy) 

Canadian Petroleum Society 

http://www.cspg.org/ 
(Publishes "Bulletin of Canadian Petroleum Geology" and other works focused 
particularly on Canadian geology) 
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Elsevier Science 

http://www.elsevier.com/wpslfind/homepage.cws_home 
(Publishes the journals "Marine Geology" and "Sedimentary Geology" and many 
other journals and books of interest to sedimentologists and stratigraphers) 

Geological Association of Canada Publications 

http://www.esd.mun.ca/-gac/PUBLICAT/pubdesc.html 
(Publishes the joumal "Geoscience Canada" plus special papers and other materials) 

Geological Society of America 

http://www.geosociety.org/pubs/index.htm 
(Publishes the "GSA Bulletin," "Geology," and various special papers and books 
dealing with a variety of geological topics) 

International Association of Sedimentologists (lAS) 

http://www.iasnet.org/publications/index.asp 
(Has produced many special publications dealing with sedimentology I stratigraphy) 

Society for Sedimentary Geology (SEPM) 

http://www.sepm.org/ 
(Publishes the "Journal of Sedimentary Petrology" plus memoirs and special 
papers) 

Some sedimentology/Stratigraphy Programs of Interest 

Geological Association of Canada Nuna Research Conferences 

http://www.esd.mun.ca/-gac/ ANNMEET /nuna.html 
{Schedules research conferences to promote advancement of knowledge in special 
areas such as sequence stratigraphy) 

Global (Climate) Change Home Page at NASA 

http://gcmd.gsfc. nasa.gov/Resources/pointers/glob _warm.html 
(A directory of Earth Science and global climate change data) 

Museum of Paleontology, Berkeley 

http://www.ibiblio.org/expo/paleo.exhibit/paleo.html 
{On-line exhibits featuring a variety of topics of stratigraphic and sedimentologic 
interest) 

NASA's Global Change Site Map 

http://gcmd.gsfc.nasa.gov/Aboutus/sitemap.html 
(Provides a search directory for a variety of topics, including climates and paleo
climates) 

NOAA Paleoclimatology Program 

http://www. ngdc.noaa.gov/paleo/paleo.html 
(Describes NOAA research programs and paleoclimate data) 

Ocean Drilling Program (ODP), Texas A&M University 

http://www-odp.tamu.edu/ 
(Describes the mission of the Ocean Drilling Program and provides an online tour) 

Western Region Coastal and Marine Geology (U.S. Geological Survey) 

http:/ /walrus. wr. usgs.gov/ 
(Links to USGS coastal and marine geology programs) 
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Other Sites of Interest 

Black Smokers 

http://www.amnh.org/nationalcenter/expeditions/blacksmokers/ 
(Short discussion of black smokers including several photographs plus an ani
mated feature site maintained by American Museum of Natural History) 

Mineral Under the Microscope 

http://www.gly.bris.ac.uk/www/teach/opmin/mins.html 
(Discussion of the petrographic microscope and the characteristics of minerals 
under the microscope; University of Bristol, England) 

NOAA's Coral Reef Information Site 

http://www.coris.noaa.gov/ 

Sequence Stratigraphy Site 

http://strata.geol.sc.edu/ 
(Site maintained by University of South Carolina) 

Earth-Science Software 

Earth Sciences Products, Services, Software 

http://websearch.cs.com/cs/browse?id=1 69316&source=CSBrowse 

Geotechnical Software Directory 

http://www.ggsd.com/ 

Litpack-a Software Package for Littoral Processes and Coastline Kinetics 

//www.dhi.dk/software/litpack/[itpack.htm 
http://www. dhisoftware.com/litpack/ 

Rockware (Earth Science Software) 

http://www.rockware.com/. See also http://hallogram.com/science/rockware/ 

Telemac Software System for Modelling Hydrodynamics, Sediment Transport, 
and Water Quality in Natural Environments 

http://www. hrwallingford. co. uk/software/telemac.html 
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Hydration (weathering), 8,9 
Hydrolysis (weathering), 7,8 
Hydrostatic gradient, 146 
Hydrostatic pressure, 146 
Hyperpycnal flow, 393 
Hypopycnal flow, 393 

Ice contact sediments, 281 
Icehouse states, 409, 410 
Ice rafting, 353, 354 
Ice sheets, 277 
Ice transport load, 277, 278 
Ichnofacies, 103-109 
Ichnogenera, 103, 105 
lchnospecies, 103 
Illite, 121, 126 
Image analysis, 54 
Impactogens, 567 
Impact structures, 75 
Impact threshold, 34 
Incised-channel flow, 248 
Inclination magnetic, 465 
Index fossils, 482, 488 
Index species, 482 
Inertinites (coal), 233 
Injection structures, 75 
Insolation weathering, 4 
Instrumental well logs, 427-431 
Interdune deposits, 262, 263 
International Stratigraphic 

Guide, 418 
Interval biozone, 482 
Intraclasts, 162 
Intracratonic basins, 559 
Intrastratal solution, 153 
Ion exchange (weathering), 8,9 
Iron content of sedimentary 

rocks, 217 · .  

Iron formations, 217, 218 
Iron-rich sedimentary rocks, 

217-223 
chemical composition of, 

219, 220 
classification of, 217-220 
mineralogy of, 219 
origin of, 221.:..223 

Iron-rich shales, 220 
Ironstones, 218, 219 
Isochronous time units, 513 
Isolated carbonate platforms, 

368, 369, 376, 377 
Isopach maps, 571, 572 

Jacob Staff, 569 
Jasper, jaspillite, 207 

K-feldspars, 120, 121 
Kames and kame terraces, 282 
Kaolinite, 121, 126 
Kerogen, 235, 236 
Key bed, 426 
Kurtosis, 59-62 

Lacustrine (lake) systems, 
268-275 

deposits ancient, 274, 275 
deposits characteristic of, 

272-274 
kinds of, 269 
sedimentation processes in, 

270-272 
LAD (last appearance datum), 

507, 521-523 
Lagoons 

deposits of, 325, 326 
hydrologic characteristics of, 

324 
physiography of, 323 

Laminae, laminated bedding, 
75, 79, 80 

Laminar flow, 24 
Laminar sub layer, 26 
Laminated anhydrite, 200, 

201, 202 
Lapout, 444 
Laser diffracter size analyzer, 54 
Law of correlation of facies, 413 
Law of faunal succession, 480 
Law of superposition, 399 
Layer, defined, 76 
Lehman, Johann Gottlob, 417 
Lenticular bedding, 75, 91,92 
Lepispheres, 214 
Lift force, 28 
Lignite, 231, 232 
Limestones 

classification of, 169-173 
composition of, 161-167 
deposition of, 174-182 

Lineage biozone, 484 
Linnaeus, 486 
Liptinites (coal), 233 
Liquefied sediment flow, 43 

deposits of, 44 
Lithic arenites, 129, 130, 133, 134 
Lithoclasts, 162 
Lithocorrelation, 421-431 
Lithodemic units, 419 
Lithofacies, 413 
Lithofacies maps, 572-574 
Lithology, 399 
Lithosome, 400 
Lithostratigraphic units 

Index 659 

classification and 
nomenclature of, 419-421 

procedures for naming, 
420, 421 

Lithostratigraphy, 398-432 
Lithotypes {coal), 233 
Load casts, 75, 101,102 
Load and founder structures, 75 
Loess, 260 
Log-hyperbolic distribution, 64 
Long grain contacts, 72 
Longshore currents, 310, 311 
Lumps, 165 
Lutetium/hafnium age dating, 

525, 526 
Lyell, 480, 481 

Macerals (coal), 233 
Magmatic arc provenances, 

156, 157 
Magnesite, 160 
Magnetic anomalies, 467 
Magnetic field of Earth, 464 
Magnetic geochronology, 473 
Magnetic inclination, 465 
Magnetic polarity time scale, 

464-469 
Magnetic reversals, 464 
Magnetism remanent, 463 
Magnetometers, 465 
Magnetopolarity units, 419 
Magnetostratigraphic 

correlation, 469-475 
Magnetostratigraphic units, 470 
Magnetostratigraphy, 398, 

462-476 
Manganese nodules, 220 
Maps 

isopach, 571 
lithofacies, 572-574 

clastic ratio, 573 
three-component, 573, 574 

paleocurrent, 575 
paleogeologic 

subcrop, 572 
structure contour, 571 
trend surface, 575 
worm's eye, 572 

Marker bed, 426 
Marls, 172 
Mass extinctions, 492-494 
Massive aiiliydrite, 202 
Massive bedding, 75, 81 
Matrix 

defined, 119, 126 
Matrix-supported fabric, 73 
Maturity (sediments), 130 
Matuyama Polarity Zone, 464 
Meandering river systems, 250, 

251, 254-257 
Mean grain size, 57-60 
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Measuring stratigraphic 
sections, 569 

Median grain size, 57, 59, 60 
Melange, 563 
Member (stratigraphic), 400, 

420, 421 
Mesogenesis, 147, 148 
Messinian evaporites, 395 
Mica, 121, 122, 123 
Micrite, 166 
Micrite rim, 190 
Microcrystalline calcite, 161, 166 
Microfacies, 413 
Microquartz, 206, 207 
Mid-ocean ridge, 334, 352 
Milankovitch cycles, 411 
Mixing-zone dolomite, 185, 186 
Mode (grain size), 57, 59, 60 
Moment grain size statistics, 

60, 62 
Montmorillonite, 121, 126 
Moraines, 278, 279 
Mottled bedding, 75 
Mounds carbonate, 382, 383 
Mudcracks, 75, 112 
Mudrocks, 139-145 
Mudflows, 45, 46, 247 
Mutation, 486 

Napthenes (hydrocarbons), 237 
Native mineral waxes, 238 
Natural levee deposits, 252 
Natural selection (evolution), 486 
Nekton, 496 
Neomorphism, 193 
Nepheloid layer and sediment 

transport, 341, 353, 354 
Nereites, 103-105, 108-110 
Neritic zone, 334, 335 
Newtonian fluid, 23, 45 
Nodular anhydrite, 200 
Nodular chert, 210, 216 
Nodular phosphorites, 226 
Nonconformity, 403, 406 
NonNewtonian fluids, 45 
North American Code of 

Stratigraphic 
Nomenclature, 418 

Novaculite, 207 

Ocean basin, 352 
Ocean Drilling Program, 350 
Oceanic environments, 334, 349 

ancient sediments of, 364, 365 
depositional setting of, 350--352 
modem sediments of, 356-363 
transport and depositional 

processes in, 352-356 
Oceanic zone, 334, 335 

Oil (kerogen) shales, 231, 
234-236 

Oncoids, 165 
Onlap, 444 446 
Ooids carbonate, 163, 164, 165 
Oolites, 164 
Oozes (biogenic) 

Calcareous, 358, 363 
Siliceous, 358, 363 

Opal-A, 206, 207, 213, 214, 215 
Opal-CT, 213, 214, 215 
Ophiomorphia, 103, 105, 106 
Oppel, Albert, 482, 483 
Oppel Zone, 482 
Orbital forcing, 411 
Orbital motion and wave action, 

339 
Orbital velocity under waves, 339 
Overgrowths, 125 
Oxidation, 8, 9 
Oxygen isotopes 

correlation by, 538-543 
effect of temperature on, 

539-541 
standards, 539, 540 

Oxygen isotope stratigraphy, 539 

Paleobiogeography, 493 
Paleoclimatology, 475, 476 
Paleocurrents 

analysis of, 114, 115 
maps of, 575 
rose diagrams of, 115 

Paleogeologic maps, 572 
Paleomagnetism, 463 
Paleosols 3, 

recognition of, 17 
Paleotemperatures methods of 

estimating, 151 
Palimpsest sediments, 338 
Pandemism, 500 
Paraconformity, 403, 405 
Paraffins (hydrocarbons), 237 
Parasequences (in sequences), 

451-453 
Parting lineation, 75, 113 
Patch reefs, 382 
PDB isotope standard (oxygen 

and carbon), 539 
Peat 230, 231, 232 
Pebble-bed phosphorites, 227 
Pedostratigraphic units, 419 
Pelagic clays, 363 
Pelagic rain (of planktonic 

organisms), 355, 356 
Pelagic sediments, 363 
Pellets fecal, 165, 180 
Peloids, 163, 165 
Penecontemporaneous 

dolomite, 183 

Pericontinental seas, 335 
Period (geologic), 515 
Periplatform ooze carbonate, 380 
Petroleum, 236, 237 
Phanerozoic time, 515 
Phi scale, 52, 53 
Phosphorites, 223-229 

classification of, 226-227 
deposits of, 226, 227 

bedded posphorites, 226 
bioclastic phosphorites, 226 
nodular phosphorites, 226 
pebble-bed phosphorites, 

227 
guano deposits, 227 

distribution of modem, 227 
mineralogy and chemistry of, 

224, 225 
origin of, 227-229 

Photohydrometer analysis of 
grain size, 54 

Photosynthesis, 178, 179, 384 
Photozoan association, 373 
Phyletic evolution, 489 
Pillar structures, 75, 96, 97 
Pinnacle reefs, 382 
Pipette analysis grain size, 54 
Pisoids and pisolites, 164 
Pits, 75 
Placers, heavy mineral, 220, 221 
Plagioclase feldspars, 120, 121 
Planar bedding, 75, 79 
Plankton, 495, 496 
Point bars, 252, 254 
Polarity (magnetic) 

Chron, 469, 472 
chronologie unit, 419 
chronostratigraphic units, 419 
normal, 463, 464 
reversed, 463, 464 
subzone, 469, 472 
superzone, 469 
time scales, 466-471 
zone, 469, 472 

Porcellanite, 207 
Porosity, 71, 72 
Potassium argon ages, 524, 

530, 531 
Potassium feldspars, 120, 121 
Precambrian, 515 
Pressure solution, 148, 149, 

150, 151 
Process-response model, 242 
Protactinium/thorium age 

dating, 524, 525, 531, 532 
Proterozoic time, 513 
Protodolomite, 183 
Proto-oceanic rift troughs, 558 
Provenance, 154-157, 575, 576 
Pseudoextinction, 488 



Pseudoplastic, 46 
Psilonichus, 104, 109 
Punctuated equilibrium 

(evolution), 489-491 
Pyrobitumens, 238, 239 

(luartz, 120, 121, 122 
(luartz arenites, 129, 130, 131, 132 
Quartz overgrowths, 125 

Radiochronology, 523-533 
Radiolarian chert, 209, 210 
Radiolarians, 209, 213 
Raindrop imprints, 113 
Ramps, 368, 369, 378, 379 
Rank of coal, 231, 232 
Reactivation surfaces, 330 
Recrystallization, 191, 193 
Recycled orogen provenances, 

156, 157 
Reefs, 382-390 

atolls, 382 
barrier, 382 
faro, 382 
fringing, 382 
patch, 382 
pinnacle, 382 
table, 382 

Regression, 314-316, 414, 415 
Relative sea level change, 416 
Relict sediments, 337, 338 
Remanent magnetism, 463 
Replacement (diagenesis), 148, 

150, 153, 191, 194 
Retro-arc basins, 563 
Reversed magnetic polarity, 464 
Reynolds number, 25 
Rhythnnites, 365 
Ribbon chert, 210 
Rifts, 553, 554, 556, 557 
Rill marks, 75, 113 
Rip Currents, 310, 311 
Ripple cross-lamination, 75, 

90, 91 
Ripples, 75, 82-87 

classification of, 86, 87 
River depositional systems, 

250-258 
Rock flour, 278 
Rock fragments, 121, 123,124, 125 
Roundness (or grains), 65-68 
Rubidium/Strontium ages, 

525, 526 

Sabkha, 391, 392 
Salinas, 392 
Salt weathering, 5 
Saltation transport, 33 
Samarium/neodymium age 

dating, 525, 526 

Sand crystals, 152 
Sand ribbons, 344, 345 
Sand ridges, 344 
Sand seas, 258, 259 
Sand sheets, 260, 261 
Sandstone dikes and sills, 114 
Sandstones, 119-135 

chemical composition of, 
126, 127 

classification of, 127-130 
mineralogy of, 120-126 

Sand waves (dunes), 344 
Sapropel, 230 
Scour-and-fill structures, 75, 98 
Scour marks, 75 
Scoyenia, 103, 104, 108 
Sea level changes, 416, 417 

analysis of by seisnnic 
methods, 457-461 

sea level curves, 459-461 
Sedigraph (grainsize analysis), 54 
Sedimentary petrography, 118 
Sedimentary structures 

classification of, 75 
definition of, 50 
formed by erosion, 75 
formed by organisms, 75 
formed by sedimentation, 75 
formed by soft sediment 

deformation, 75 
in carbonate rocks, 168, 169 

Sedimentary texture, 
definition; 50 

Sedimentation unit, 76 
Sediment gravity flows, 36-38 

deposits of, 41-43 
types of support mechanisms, 

38 
Sediment plumes, 338, 353 
Sediment transport 

by fluid flow , 27-33 
by gravity flow, 36-41, 43-47 
loads, 33-34 

Seepage refluxion, 185 
Seismic fades analysis, 447-451 
Seismic reflection 

amplitude, 439, 441 
configuration, 439, 440 
continuity, 439-441 
frequency, 439, 441, 442 
interval velocity, 439, 442 

Seismic sequences and sequence 
analysis, 442-447 

Seisnnic stratigraphy, 398, 
433-451 

Sequences depositional, 410, 443 
Sequence stratigraphy, 398, 

451-462 
fundamental units of, 451-455 
methods and applications, 

455-461 

Index 661 

Series (stratigraphic), 515, 517 
Settling velocity, 32, 33 
Shales, 139-145 

chemical composition of, 
142, 143 

classification of, 143, 144 
mineralogy of, 140, 141 
origin and occurrence of, 

144, 145 
Shape particles, 65-68 
Shaw, A. B., 506 
Sheetflood deposits, alluvial 

fan, 248 
Sheet sands, 263 
Shelf break, 334 
Shelf environment, carbonate 

epeiric platforms, 368, 369, 379 
isolated platforms, 368, 369, 

376, 377 
ramps, 368, 369, 375, 378, 379 
rinnmed, 369, 376 
unrinnrned, 369, 375 . 

Shelf environment, siliciclastic 
ancient sediments of, 347-349 
dominated by intruding ocean 

currents, 345, 346 
physiography of, 336 
tide-dominated, 343-345 
transport and depositional 

processes on, 337 
wave- and storm-dominated, 

338-343 
Shields diagram, 30, 31 
Siderite, 160 . 
Sieve deposits alluvial fan, 

248, 249 
Silica 

biogenic precipitation of, 
213-215 

concentration in ocean water, 
211 

concentration in river water, 
211 

residence time in ocean, 
211, 213 

solubility, 211,212 
sources in ocean , 211 

Siliceous oozes, 363 
Siliceous sedimentary rocks, 

206-216 
Siliceous sinter, 207 
Silicic add, 12 
Siliciclastic sedimentary rocks, 

119-158 
Silicoflagellates, 213 
Sinuosity, 251, 252 
Skeletal carbonate grains, 162, 

163, 164 
Skewness (grain size data), 

59-63 
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Skolithos, 103-106 
Slope apron, 381 
Slump and slide deposits deep 

sea, 362, 363 
Slump structures, 75 
Smectite, 121, 126 
Smith, William, 480, 481 
Soils 

horizons in, 16 
paleosols, 3, 17, 20 
soil-forming processes, 15 
soil peds, 17, 18 
soil profiles and 

classification, 16 
Sole markings, 98 
Solution (weathering), 7, 8 
Sonic logs, 429-431 
Sorting grain size, 57, 58 
Sparry calcite, 166, 167 
Speciation, 489 
Species 

changes through time of, 487, 
488 

extinction of, 488, 492-494 
first and last appearance of, 

487, 488 
migration of, 493-502 
taxonomic classification of, 

486, 487 
Sphericity, 65-67 
Spheroidal weathering, 6 
Spicular cherts, 210 
Stability (chemical), minerals, 11 
Stage, biostratigraphic, 481, 515 
Standard deviation (grain size), 

57-59, 61-63 
Standard mean ocean water 

(SMOW), 539, 540 
Stasis, 489 
Stochastic models for evolution, 

491, 492 
Stokes Law, 32, 33 
Storm layers, 342 
Stratigraphic code, 417, 418 
Stratigraphic paleontology, 478 
Stratigraphic range, of species 

local vertical range, 501 
total range, 501 

Stratigraphic units major types, 
419, 420, 421 

Stratotypes, 400, 513 
Stress-release weathering, 5 
Stromatolites, 75, 110-112 
Strontium isotopes, 547- 549 
Structure contour maps, 571 
Stylolites, 194, 195 
Subbituminous coal, 231, 232 
Submarine fans, 381 
Subtidal carbonate factory, 370 
Successor basins, 567 

Sulfur isotopes 
age curve, 546 
composition in various 

materials, 545 
correlation by, 545, 546 

Supergroups (stratigraphic), 
400, 420, 421 

Superposition, 399 
Surface textures of grains, 65, 

68-70 
Suspect terranes, 476 
Suspended (transport) load, 

33, 34 
Sutured grain contacts, 72 
Swash marks, 75, 113 
Sylvite, 199 
Syneresis cracks, 75, 112 
Synthem, 421 
System (stratigraphic), 515, 516 
Systems tracts ( in sequences), 

451-455 
Synsedimentary folds, 75, 96 

Table reefs, 382 
Tangential grain contacts, 72 
Taxon, 482 
Taxon range biozone, 483 
Taxonomic classification, 486 
Teil zone, 501 
Telogenesis, 147, 148 
Tephra layers, 358 
Tephrochronology, 474 
Terminal fall velocity, 32 
Terodolites, 103, 104, 109 
Terrestrial rift valleys, 557 
Terrigenous deepsea sediment, 

357-363 
Textural maturity, 130 
Thermal remanent magnetism, 

463 
Thixotropic substances, 46 
Thorium/Protactinium dating 

method, 531, 532 
Thrombolites, 111 
Tidal-flat systems 

Ancient deposits, 331, 332 
depositional setting, 327, 328 
sediment processes and 

characteristics, 328-331 
Tidal range, 308 
Tidal rythmites (tidalites), 442 
Tides and tidal currents, 343, 344 
Till, 281 
Tool marks, 75 
Toplap, 444, 445, 446 
Trace fossils, 102-110 

as water depth indicators, 
104, 110 

classification of, 104 
Tracks, 75 
Transgres�ions, 314-316, 414, 415 
Transpres$ional basin, 565 

I 
I 

Transrotational basin, 565 
Transtensional basin, 565 
Trenches, deep sea, 334, 335, 562 
Trypanites, 103-105, 108 
Turbidites, 358-361 
Turbidity currents, 38-43, 356 

deposits of, 41 
high density, 41 
low density, 41 
steady uniform flow, 40 
surge or spasmodic, 38 
velocity of, 39 

Turbulent flow, 24 

Udden-Wentworth grain size 
scale, 52, 53 

Unconformities, 401 
Undaform, 441 
Undulatory extinction, 120 
Uranium/lead age dating, 

525, 526 

Varves, 271 
Viscosity, 22, 23 
Viscous sublayer, 26 
Vitrinite, 233 
Vitrinite reflectance, 151 
Volcaniclastic sandstones, 134 

Wacke, 129, 130 
Walther's Law, 413, 415 
Washload, 34 
Wave base, 339 
Weathering, 2,3 

freeze-thaw in, 4 
hydrolysis in, 7 
insolation in, 4-5 
oxidation in, 9 
processes, chemical, 7-10 
processes, physical, 4-6 
products of subaerial, 11-13 
products of submarine, 13-15 
rates of chemical, 10 
solution in, 7 
spheroidal, 6 
stress-release in, 5 

Web sites sedimentology and 
stratigrphy, 619 

Wheeler diagram, 457, 458 
White Smokers, 14 
Whitings, 180 
Wind-forced currents, 339, 340 
Wind transport, 34 
Wilson cycle, 553 
Wrench basins, 567 

Xooxanthellae, 384 

Zechstein Evaporite, 204 
Zingg shape indice, 66 
Zone (biozone), 481-483 
Zoophycos, 103-105, 107,108 
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