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Thou ever-darting Globe! through Space and Air!

Thou waters that encompass us!

Thou that in all the life and death of us, in action or in sleep!

Thou laws invisible that permeate them and all,

Thou that in all, and over all, and through and under all, incessant!

Thou! thou! the vital, universal, giant force resistless, sleepless, calm,
Holding Humanity as in thy open hand, as some ephemeral toy,
How ill to e’er forget thee!

One thought ever at the fore—

That in the Divine Ship, the World, breasting Time and Space,

All Peoples of the globe together sail, sail the same voyage, are bound
to the same destination.

—Walt Whitman (ca 1890)
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FOREWORD

The editors were honored to have had the foreword to the first four editions written by the eminent thinker and
renowned environmental engineer, the late Dr. Abel Wolman. His insights through the decades proved to be accu-
rate and his overview is shared in this fifth edition as inspiration to innovators in the coming decades and in
memory of his distinguished contributions to the environmental field.

The 1980s appear in a world dominated by change at an unprecedented pace. Familiar and new problems tumble
over each other and are communicated globally by the second, instead of by the month. Scientific and technologic
choices are spawned day by day, while search for innovation is stimulated anew by government, universities, and
private industry.

Practitioners are startled by these events and try to keep apace with society’s demands by pressing for relevant
research, implementation of findings, and translating their significance to the public they serve. It is within this
challenging setting that a fifth edition of the Encyclopedia of Environmental Science and Engineering is born. Its
content is intended to register the striking characteristics of the changes we note to eliminate the already obsolete
and to expose the new on the horizon.

In the turbulence of the sixties and seventies, policies, plans, solutions, and regulations flowed without inter-
ruption from legislative and executive halls. The eighties might appropriately be devoted to post-audit stock-
taking and reorientation of both policy and action. Clarification of purpose in confrontation of the problems of the
environment is overdue. Validation of our efforts, over the last two decades, should provide an arena of productiv-
ity for science and engineering to guide us through the coming decades.

As manpower and money are always in short supply, even in so-called rich countries, they must be husbanded.
How to use them with maximum competence and logic, minimum risk, and least cost is a continuing obligation in
the protection and control of the biosphere.

We must extricate ourselves from adversarial combat in a world of negativism and move to an orderly identifi-
cation of what we know and away from the hysterical search for a doubtful Utopia. The authors in this fifth edition
continue the pursuit of new knowledge, calculated to bring new fruits of health, safety, and comfort to man and his
environs. The charms, as well as the subtle hazards, of the terms “conservation, preservation, and ecology” need to
be crystallized so that the public and their decision-makers practice this complex art with clearer conception and
perception than is apparent in recent bitter confrontations.

ABEL WOLMAN






EDITORS’ PREFACE

In the editors’ preface to the fourth edition it was noted that there was good news and there was bad news. It is the
same for this, the fifth edition. One suspects that this will always be the case.

The 2004 Nobel Prize for Peace has been awarded to Professor Dr. Wangari Maathai. Dr. Maathai’s award was
based on her efforts on behalf of conservation and women’s rights. These efforts were made at great personal risk.

In addition, the Kyoto Protocol has been ratified by the requisite number of countries. The bad news is that
some developed nations have declined to join this global effort. It is to be hoped that, in time, these countries will
change their policies.

Protection of the environment is an ongoing struggle, and it is incumbent on all citizens of the planet to join
in protecting the only home that we have.
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A

ACID RAIN

OVERVIEW OF THE PROBLEM

Acid rain is the general and now popular term that pertains
to both acid rain and acid snow. This article discusses the
physical and chemical aspects of the acid rain phenomenon,
presents results from a U.S. monitoring network to illustrate
spatial and seasonal variability, and discusses time trends
of acid rain during recent decades. A chemical equilibrium
model is presented to emphasize that one cannot measure only
pH and then expect to understand why a particular rain or
melted snow sample is acidic or basic. Monitoring networks
are now in operation to characterize the time trends and spatial
patterns of acid rain. Definitions, procedures, and results from
such measurement programs are discussed. The monitoring
results are necessary to assess the effects of acid rain on the
environment, a topic only briefly discussed in this article.

Chemicals in the form of gases, liquids, and solids are
continuously deposited from the air to the plants, soils,
lakes, oceans, and manmade materials on the earth’s sur-
face. Water (H,0) is the chemical compound deposited on
the earth’s surface in the greatest amount. The major atmo-
spheric removal process for water consists of these steps:
(1) air that contains water vapor rises, cools, and condenses
to produce liquid droplets, i.e., a visible cloud; (2) in some
clouds the water droplets are converted to the solid phase,
ice particles; (3) within some clouds the tiny liquid droplets
and ice particles are brought together to form particles that
are heavy enough to fall out of the clouds as rain, snow, or
a liquid—solid combination. When these particles reach the
ground, a precipitation event has occurred. As water vapor
enters the base of clouds in an air updraft in step (1) above,
other solid, liquid, and gaseous chemicals are also entering
the clouds. The chemicals that become incorporated into the
cloud water (liquid or ice) are said to have been removed
by in-cloud scavenging processes often called rainout. The
chemicals that are incorporated into the falling water (liquid
or ice) below the cloud are said to be removed by below-
cloud scavenging, often called washout.

Carbon dioxide gas, at the levels present in the atmo-
sphere, dissolves in pure water to produce a carbonic acid

solution with a pH of about 5.6. Therefore, this value is usually
considered to be the neutral or baseline value for rain and
snow. Measurements show that there are always additional
chemicals in rain and snow. If a salt (sodium chloride) par-
ticle in the air is scavenged (captured) by a raindrop or snow
flake, it does not alter the acidity. If an acid particle, such as
one composed of sulfuric acid, is scavenged, then the rain
or snow becomes more acid. If a basic particle, such as a
dust particle composed of calcium carbonate, is scavenged
then the rain or snow becomes more basic. It is important that
both pH as well as the major chemicals that alter the pH of
rain and snow be included in routine measurement programs.
The adverse or beneficial effects of acid rain are not related
only to the hydrogen ion concentration (a measure of acidity
level), but also to the other chemicals present.

In following the cycle of chemicals through the atmo-
sphere one considers (1) the natural and manmade sources
emitting chemicals to the atmosphere, (2) the transport and
transformation of the chemicals in the atmosphere, and
(3) the removal of the chemicals from the atmosphere.
Therefore, when one regularly measures (monitors) the
quantity of chemicals removed from the atmosphere, indi-
rect information is obtained about the removal rates and
processes, the transport/transformation rates and processes,
and the source characteristics.

A great number of projects have been carried out to
measure various chemicals in precipitation. For example,
Gorham (1958) reported that hydrochloric acid should be
considered in assessing the causes of rain acidity in urban
areas. Junge (1963) summarized research discussing the role
of sea salt particles in producing rain from clouds. Even as
far back as 1872, Robert Anges Smith discussed the rela-
tionship between air pollution and rainwater chemistry in his
remarkable book entitled Air and Rain: The Beginnings of
A Chemical Climatology (Smith, 1872). These three exam-
ples indicate that the measurement of chemicals in precipita-
tion is not just a recent endeavor. Certainly one reason for
the large number of studies is the ease of collecting samples,
i.e., the ease of collecting rain or snow. Over time and from
project to project during a given time period, the purpose for
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the rain and snow chemistry measurements has varied, and
thus the methods and the chemical parameters being mea-
sured have varied greatly.

The surge of interest in the 1980s in the acidity levels
of rain and snow was strongly stimulated by Scandinavian
studies reported in the late 1960s and early 1970s. These
studies reported that the pH of rain and snow in Scandinavia
during the period from 1955 to 1965 had decreased dramati-
cally. The Scandinavians also reported that a large number of
lakes, streams, and rivers in southern Norway and Sweden
were devoid or becoming devoid of fish. The hypothesis was
that this adverse effect was primarily the result of acid rain,
which had caused the the lakes to become increasingly more
acidic.

Later studies with improved sampling and analysis
procedures, confirmed that the rain and snow in southern
Norway and Sweden were quite acid, with average pH values
of about 4.3. The reports sometimes considered the idea that
changes in the acidity of the lakes were partially the result of
other factors including landscape changes in the watershed,
but usually the conclusion was that acid rain was the major
cause of the lake acidification and that the acid rain is pri-
marily the result of long-range transport of pollutants from
the heavily industrialized areas of northern Europe.

The rain and snow in portions of eastern Canada and the
eastern United States are as acid as in southern Scandinavia,
and some lakes in these areas also are too acid to support
fish. Studies have confirmed that many of the lakes sensi-
tive to acid rain have watersheds that provide relatively small
inputs of neutralizing chemicals to offset the acid rain and
snow inputs.

Any change in the environment of an ecological system
will result in adjustments within the system. Increasing the
acid inputs to the system will produce changes or effects that
need to be carefully assessed. Effects of acid rain on lakes,
row crops, forests, soils, and many other system components
have been evaluated. Evans er al. (1981) summarized the
status of some of these studies and concluded that the acid
rain effects on unbuffered lakes constituted the strongest
case of adverse effects, but that beneficial effects could be
identified for some other ecological components.

During the 1980s a tremendous amount of acid rain
research was completed. More than 600 million dollars was
spent by United States federal agencies on acid rain projects.
The federal effort was coordinated through the National Acid
Precipitation Assessment Program (NAPAP). This massive
acid rain research and assessment program was summarized
in 1990 in 26 reports of the state of science and technology
which were grouped into four large volumes (NAPAP,
1990): Volume I—Emissions, Atmospheric Processes, and
Deposition; Volume II—Aquatic Processes and Effects;
Volume III—Terrestrial, Materials, Health, and Visibility
Effects; and Volume IV—Control Technologies, Future
Emissions, and Effects Valuation. The final assessment
document (NAPAP, 1991) was a summary of the causes and
effects of acidic deposition and a comparison of the costs and
effectiveness of alternative emission control scenarios. Since
adverse effects of acid rain on fish have been of particular

interest to the general public, it is appropriate to note the
following NAPAP (1991, pages 11-12) conclusions on this
subject:

* Within acid-sensitive regions of the United States,
4 percent of the lakes and 8 percent of the streams
are chronically acidic. Florida has the highest per-
centage of acidic surface waters (23 percent of the
lakes and 39 percent of the streams). In the mid-
Atlantic Highlands, mid-Atlantic Coastal Plain, and
the Adirondack Mountains, 6 to 14 percent of the
lakes and streams are chronically acidic. Virtually
no (<1 percent) chronically acidic surface waters
are located in the Southeastern Highlands or the
mountainous West.

* Acidic lakes tended to be smaller than nonacidic
lakes; the percentage of acidic lake area was a factor
of 2 smaller than the percentage of acidic lakes
based on the numbers.

* Acidic deposition has caused some surface waters
to become acidic in the United States. Naturally
produced organic acids and acid mine drainage
are also causes of acidic conditions.

» Fish losses attributable to acidification have been
documented using historical records for some
acidic surface waters in the Adirondacks, New
England, and the mid-Atlantic Highlands. Other
lines of evidence, including surveys and the appli-
cation of fish response models, also support this
conclusion.

In future years the effects on materials such as paint, metal
and stone should probably be carefully evaluated because
of the potentially large economic impact if these materials
undergo accelerated deterioration due to acid deposition.

DEFINITIONS

Some widely used technical terms that relate to acid rain and
acid rain monitoring networks are defined as follows:

1) pH The negative logarithm of the hydrogen ion
activity in units of moles per liter (for precipitation
solutions, concentration can be substituted for activ-
ity). Each unit decrease on the pH scale represents
a 10-fold increase in acidity. In classical chemis-
try a pH less than 7 indicates acidity; a pH greater
than 7 indicates a basic (or alkaline) solution; and
a pH equal to 7 indicates neutrality. However, for
application to acid rain issues, the neutral point is
chosen to be about 5.6 instead of 7.0 since this is
the approximate equilibrium pH of pure water with
ambient outdoor levels of carbon dioxide.

2) Precipitation This term denotes aqueous mate-
rial reaching the earth’s surface in liquid or solid
form, derived from the atmosphere. Dew, frost,



and fog are technically included but in practice are
poorly measured, except by special instruments.
The automatic devices currently in use to sample
precipitation for acid rain studies collect rain and
“wet” snow very efficiently; collect “dry” snow
very inefficiently; and collect some fog water, frost
and dew, but these usually contribute very little to
the annual chemical deposition at a site.

3) Acid Rain A popular term with many meanings;
generally used to describe precipitation samples
(rain, melted snow, melted hail, etc.) with a pH
less than 5.6. Recently the term has sometimes
been used to include acid precipitation, ambient
acid aerosols and gases, dry deposition of acid
substances, etc., but such a broad meaning is con-
fusing and should be avoided.

4) Acid Precipitation Water from the atmosphere in
the form of rain, sleet, snow, hail, etc., with a pH
less than 5.6.

5) Wet Deposition A term that refers to: (a) the
amount of material removed from the atmosphere
by rain, snow, or other precipitation forms; and
(b) the process of transferring gases, liquids, and
solids from the atmosphere to the ground during a
precipitation event.

6) Dry Deposition A term for (a) all materials depos-
ited from the atmosphere in the absence of precipi-
tation; and (b) the process of such deposition.

7) Atmospheric (or Total) Deposition Transfer
from the atmosphere to the ground of gases, par-
ticles, and precipitation, i.e., the sum of wet and
dry deposition. Atmospheric deposition includes
many different types of substances, non-acidic as
well as acidic.

8) Acid Deposition The transfer from the atmo-
sphere to the earth’s surface of acidic substances,
via wet or dry deposition.

PROCEDURES AND EQUIPMENT FOR WET
DEPOSITION MONITORING

For data comparability it would be ideal if all wet deposi-
tion networks used the same equipment and procedures.
However, this does not happen. Therefore, it is important to
decide which network characteristics can produce large dif-
ferences in the databases. The following discussion outlines
procedures and equipment which vary among networks, past
and present.

Site Location

Sites are selected to produce data to represent local, regional,
or remote patterns and trends of atmospheric deposition of
chemicals. However, the same site may produce a mixture of
data. For example, the measured calcium concentrations at a
site might represent a local pattern while the sulfate concen-
trations represent a regional pattern.
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Sample Containers

The containers for collecting and storing precipitation must
be different, depending on the chemical species to be mea-
sured. Plastic containers are currently used in most networks
in measuring acidic wet deposition. Glass containers are
considered less desirable for this purpose because they can
alter the pH: For monitoring pesticides in precipitation, plas-
tic containers would be unacceptable.

Sampling Mode

There are four sampling modes:

Bulk Sampling A container is continuously exposed to
the atmosphere for sampling and thus collects a mixture of
wet and dry deposition. The equipment is simple and does
not require electrical power. Thus bulk sampling has been
used frequently in the past, and it is still sometimes used
for economic reasons. For many studies an estimate of total
deposition, wet plus dry, is desired, and thus bulk sampling
may be suitable. However, there is a continuing debate as to
precisely what fraction of dry deposition is sampled by open
containers. The fraction collected will probably depend on
variables such as wind speed, container shape and chemi-
cal species. The continuously exposed collectors are subject
to varying amounts of evaporation unless a vapor barrier
is part of the design. When one objective of a study is to
determine the acidity of rain and snow samples, bulk data
pH must be used with great caution and ideally in conjunc-
tion with adequate blank data. For wet deposition sites that
will be operated for a long time (more than one year), the
labor expenses for site operation and the central laboratory
expenses are large enough that wet-only or wet-dry collec-
tors should certainly be purchased and used instead of bulk
collectors in order to maximize the scientific output from
the project.

Wet-Only Sampling There are a variety of automatic
wet-only samplers in use today that are open only during
precipitation events. Side-by-side field comparison stud-
ies have documented differences in the reaction time for
the sensors, in the reliability of the instruments, and in the
chemical concentrations in the samples from the different
sampling devices. Wet-only sampling can also be achieved
by changing bulk samples immediately (within minutes) at
the beginning and end of precipitation events, but this is very
labor-intensive if done properly.

Wet-Dry Sampling With this device, one container is
automatically exposed during dry periods and the second
container is exposed during precipitation periods. If the
sample in the dry deposition container is not analyzed, the
device becomes a wet-only collector.

Sequential Sampling A series of containers are con-
secutively exposed to the atmosphere to collect wet depo-
sition samples, with the advance to a new container being
triggered on a time basis, a collected volume basis, or both.
These devices can be rather complicated and are usually
operated only for short time periods during specific research
projects.
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Sample Handling

Changes in the chemicals in the sample over time are
decreased through (1) the addition of preservatives to pre-
vent biological change, (2) refrigeration, (3) aliquoting, and
(4) filtering. Filtering is more effective than refrigeration for
stabilizing samples for some species such as calcium and
magnesium. For species such as organic acids, only chemi-
cal preservatives are certain to prevent change.

Analytical Methods

Several analytical methods are available to adequately measure
the major ions found in precipitation, but special precautions
are necessary because the concentrations are low and thus the
samples are easily contaminated. Measurement of the chemical
parameter pH, although deceptively easy with modern equip-
ment, requires special care in order to arrive at accurate results
because of the low ionic strength of rain and snow samples.
Frequent checks with low ionic strength reference solutions are
required to avoid the frequent problem of malfunctioning pH
electrodes. The ions SO;~, NH;, Ca’*, etc., are measured
in modern laboratories by ion chromatography, automated
colorimetry, flame atomic absorption, and other methods.

Quality Assurance/Quality Control

The chemical analysts actually performing measurements
should follow documented procedures, which include mea-
surements of “check” or “known” solutions to confirm imme-
diately and continuously that the work is “in control” and
thus is producing quality results. At an administrative level
above the analysts, procedures are developed to “assure” that
the results are of the quality level established for the pro-
gram. These quality assurance procedures should include the
submission of blind reference samples to the analysts on a
random basis. Quality assurance reports should routinely be
prepared to describe procedures and results so that the data
user can be assured (convinced) that the data are of the quality
level specified by the program. In the past, insufficient atten-
tion has been given to quality assurance and quality control.
As a minimum, from 10 to 20% of the cost of a monitoring
program should be devoted to quality assurance/quality con-
trol. This is especially true for measurements on precipitation
samples that have very low concentrations of the acid-rain-
related species and thus are easily contaminated.

CALCULATING PRECIPITATION pH

This section describes the procedures for calculating the
pH of a precipitation sample when the concentrations of the
major inorganic ions are known (Stensland and Semonin,
1982). Granat (1972), Cogbill and Likens (1974), and Reuss
(1975) demonstrated that the precipitation pH can be calcu-
lated if the major ion concentrations are known. The pro-
cedure described below is analogous to that used by these
previous workers but is formulated somewhat differently.

Three good reasons to have a method to calculate the pH
are that:

1) The pH can be calculated for older data sets when
pH was not measured but the major inorganic ions
were measured (e.g., the Junge (1963) data set),

2) The trends or patterns of pH can be interpreted in
terms of trends or patterns in the measured inor-
ganic ions such as sulfate or calcium, and

3) The calculated pH can be compared with the mea-
sured pH to provide an analytical quality control
check.

Gases (e.g., SO, and CO,) and aerosols (e.g., NaCl and
(NH,),SO,) scavenged by precipitation can remain as electri-
cally neutral entities in the water solution or can participate
in a variety of chemical transformations, including simple
dissociation, to form ions (charged entities). The basic prem-
ise that the solution must remain electrically neutral allows
one to develop an expression to calculate pH. Stated another
way, when chemical compounds become ions in a water
solution, the quantity of positive ions is equal to the quantity
of negative ions. This general concept is extremely useful in
discussing acid precipitation data.

As a simple example, consider a solution of only water
and sulfuric acid (H,SO,). The solution contains H", OH",
and ions. At equilibrium

(H")(OH™) = 10~ *(m/L)*

if the ion concentrations are expressed in moles/liter
(m/L). Assuming pH = 4, then from the defining relation
pH = —log(H™) it follows that

(H*) = 10*m/L

Therefore (OH™) = 107!° m/L and thus (OH") is so small
that it can be ignored for further calculations. Since the dis-
sociation of the sulfuric acid in the water gives one sulfate
ion for each pair of hydrogen ions, it follows that

(SO27) = 1/2(H*) = 0.5 X 10~*m/L

It is useful to convert from moles/liter (which counts par-
ticles) to equivalents/liter (eq/L), as this allows one to count
electrical charge and thus do an “ion balance.” The conver-
sion is accomplished by multiplying the concentration in
m/L by the valance (or charge) associated with each ion. The
example solution contains

(0.5 X 107*m/L) X (2) = 10~*eg/L = 100 ueqg/L
of sulfate and

(1 X 10™#m/L) X (1) = 107*eg/L = 100 peqg/L

of hydrogen ion. Thus the total amount of positive charge
(due to H* in this example) is equal to the total amount of



negative charge (due to SO?7) when the concentrations are
expressed in eq/L (or weq/L).

For most precipitation samples, the major ions are those
listed in Eq. (1):

(H")+(Ca™)+(Mg*" ) +(NH] ) +(Na" ) + (K")
=(s02")+(NO; ) +(c17)+(0H ) +(HCO;)

ey

with each ion concentration expressed in weg/L. In prac-
tice, if the actual measurements are inserted into Eq. (1),
then agreement within about 15% for the two sides of the
equation is probably acceptable for any one sample. Greater
deviations indicate that one or more ions were measured
inaccurately or that an important ion has not been measured.
For example, in some samples Al** contributes a signifi-
cant amount and therefore needs to be included in Eq. (1).
It should be noted that assumptions concerning the parent
compounds of the ions are not necessary. However, if one
did know, for example, that all Na* and all CI~ resulted from
the dissolution of a single compound such as NaCl, then
these two ions would not be necessary in Eq. (1) since they
cancel out on the two sides of the equation.

There are actually two useful checks as to whether or not
all the major ions have been measured. First, one compares
to see that the sum of the negative charges is approximately
equal to the sum of the positive charges. If all the sodium
and chloride ions come entirely from the compound NaCl,
then this first check would produce an equality, even if these
major ions were not measured. The second check is whether
the calculated conductivity is equal to the measured conduc-
tivity. The calculated conductivity is the sum of all the ions
(in Eq. (1)) multiplied by the factors listed in Table 1. For

TABLE 1
Conductance Factors at 25°C?

lon uS/cm per ueg/L
H* 0.3500
HCO; 0.0436
Ca?* 0.0520
Cl- 0.0759
Mg2* 0.0466
NO; 0.0710
K* 0.0720
Na* 0.0489
Neojw 0.0739
NH; 0.0745

2 From Standard Methods for
the Examination of Water and
Wastewater, American Public
Health Association, Inc., Wash.,
D.C., 13th Edition.
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low pH samples of rain or melted snow (i.e., pH < 4.5),
H* is the major contributor to the calculated conductivity
because of the relatively large value of its factor in Table 1.

For precipitation samples, bicarbonate concentration is
usually not measured. Thus both (HCO;) and (OH™) must
be calculated from the measured pH. To calculate (OH™) and
(HCO;y) the following relationships for the dissociation of
water and for the solubility and first and second dissocia-
tions of carbon dioxide in water are used:

Chemical Reaction

H,0 OH +H" (2a)
Pco, H,0-CO, (2b)
H,0-CO, H'+HCO; (2¢)
HCO;, H'+CO: (2d)

Equilibrium Relationship

K,, = (OH")(H") 3)
K, = (H,0-CO,) @
Pco,
H')(HCO;
o (m)(uco) 5
(H,0-CO,)

For 25°C, K, = 107 (ueq L™')*, K, = 0.34 X 10*° ueq
L™K =45X10" ueq L', and K, = 9.4 X 107> ueq L™".

(Hco,)_(w)

(cor) K,

(7a)

For T = 25°C and pH = 8, (H*) = 0.01 pweq/L and thus:

HCO) oo _ (7b)
(cor) 94x107
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Thus the concentration of HCO; is much greater than
that of CO;™. For lower pH values, HCO; dominates CO;~
even more, and so CO;™ is not included in applications
related to precipitation samples (i.e., Eq. (1)).

From Egs. (4) and (5)

(HCO; )(H") = K, K, Pco, (8)
From Egs. (3) and (8)

(HCO,) _ K, K,Pco, 9)
(oH) K,

where it is convenient to define

_ K,K,Pco,

K (10)
KW
Equation (1) is now rearranged to give
+ - -\ — 2- - -
(H'— OH — HCO; ) = (SO} +NO,+CI") an
—(Ca®+Mg*"+Na'™+ K+ NH; )
With the definition

Net Tons = (SO} +NO; +ClI) a2

—(Ca® +Mg*" +Na" + K +NH])

Eq. (11) becomes

(H' —OH™ —HCO; ) = (Net Ions) (13)

With Egs. (3), (9), and (10), Eq. (13) becomes the quadratic
equation

(H")> — (NetIons)(H") — K (K+ 1) =0  (14)
Solving for the concentration of H* gives
2(H") = (Net Ions) * [(Net Ions)* + 4K (K + 1)]"* (15)

The quantity in brackets in Eq. (15) is always positive
and greater than (Net Ions), and therefore only the plus sign

in front of the bracketed term provides non-negative and
therefore physically realistic solutions for (H*).
Equation (15) is rewritten in terms of pH as

pH =+ 6 — log,, { { (Net Ions) +[(Net Ions)’

(16)
+ 4K K, Pco, + 4K 1"°}/2}

Equation (16) is plotted in Figure 1. If the major ions
have been measured for a precipitation sample such that
(Net Ions) can be determined with Eq. (12), then line B on
the graph allows one to read the calculated pH. Any addi-
tional ion measured, besides those listed on the right side of
Eq. (12), are simply added to Eq. (12) to make the determina-
tion of (Net Ions) just that much more accurate. If the water
sample being considered is pure water in equilibrium with
ambient carbon dioxide, then (Net Ions) = 0.0 and curve B
indicates that the pH is less than or equal to 5.65.

The precipitation sample concentrations of HCO;, OH™,
and H™ are also shown in Figure 1, where the absolute value of
the ordinate is used to read off these concentrations. It is seen
that the HCO; and H™ curves approach curve B. That is, at low
pH, (H*) ~ (Net Ions) and at high pH, (HCO;) ~ (Net Ions).

If Pco, = 0O (as it would be if one bubbled an inert
gas such as nitrogen through the precipitation sample
as the pH was being measured), then K = 0 in Eq. (10),
and Eq. (16) is modified and provides the curves marked
accordingly in Figure 1. In this case, with no present
(ctf. Eq. (8)), the asymptotic limit at high pH is provided
by the OH™ curve.

The sensitivity of the pH prediction via Eq. (16) to the
assumed equilibrium conditions of temperature and Pco, is
displayed in Figure 1 by curves A to D (and of course the
Pco, = 0 curve as the extreme case). At T = 25°C and Pco, =
316 X 107% atm, K = 483. Therefore at pH = 8, where
(OH™) = 1 ueq/L, (HCO;) = 483 ueq/L, and this procedure
explains the spacing between curves A to D and the OH™ curve
in Figure 1. If the temperature is kept constant, K is propor-
tional to Pco,. So if we double the CO, level (e.g., move from
curve B to C), the pH = 8 intercept for HCO; jumps up to
(2)(483) = 966. Curves A, B, C, and D (which are plots of
Eq. (16) only at high (Net Ion) values) thus graphically dem-
onstrate the sensitivity of pH to temperature and Pco,. As a
specific example consider that with curve B and at (Net
Ions) = —49, the pH = 7; when Pco, is doubled (curve C),
the same (Net Ion) value gives pH = 6.69; if the tempera-
ture is lower (curve D), then the pH = 6.15.

Figure 1 also demonstrates that a bimodal pH distribution
would be expected if both high and low pH values are pres-
ent in a particular data set. For example, assume all (Net Ion)
values between +45 and —45 are equally likely. From (Net
Ion) = 45 to 15, ApH = 0.48; from (Net Ion) = 15 to —15,
ApH = 1.65; and from (Net Ion) = —15to —45, ApH = 0.48.
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FIGURE 1 The concentration of Net Ions versus pH for precipitation samples with
different values of T (temperature) and PCO .

Therefore the pH will most frequently be either very large or ~ Thus, for Pco, = 316 X 107° atm,
very small, giving a bimodal distribution.
To calculate (HCO;), for charge balance calculations, it

is also useful to note that from equation (8), (HCO;) _484 (18)
(1)
(0.0153 % 10°) Peo,
)= 17
(HCO3) (H*) 17 Therefore, at pH = 5, (H") = 10 peq L', and (HCQO;) is

only about 5% as large as (H").
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In summary it should simply be noted that the measured
ions can be combined according to Eq. (12) to produce the
quantity called Net Ions, which can then be used with Eq. (16)
or Figure 1 to predict the sample pH.

U.S. PRECIPITATION CHEMISTRY DATA

Many precipitation chemistry networks are being operated
in the United States. Some of the networks include sites in
many states, while other networks are limited to sites within
a single state. For this discussion, example data from the
National Atmospheric Deposition Program/National Trends
Network (NADP/NTN) will be used.

The NADP/NTN began operation in 1978 with about 20
sites. By 1982 it had grown to approximately 100 sites, and
by the late 1980s about 200 sites were in operation, with
only the states of Rhode Island, Connecticut, and Delaware
not having sites. American Samoa, Puerto Rico, and Canada
each had one site. As of 1996 about 200 sites are operating.
Even though the publicity about acid rain has decreased in
the 1990s, the NADP/NTN has not decreased in size as some
had expected. The NADP/NTN has six noteworthy charac-
teristics:

1) The site locations were generally selected to
provide precipitation chemistry data that will be
representative of a region as opposed to a local
area that might be dominated by a few pollution
sources or by an urban area.

2) Sites are fairly long-term, operating for a mini-
mum of five years and ideally for much longer.

3) Each site collects samples with the same auto-
matic wet-dry collector. Sites are also equipped
with a recording rain gage, an event recorder,
a high-quality pH meter, a high-quality conductiv-
ity meter, and a scale to weigh the samples before
they are sent to the laboratory.

4) Each site is serviced every Tuesday. The collect-
ing bucket from the wet-side of the sampler is sent
to the central laboratory each week.

5) There is a single Central Analytical Laboratory.
This laboratory measures the chemical param-
eters for each rain and snow sample and returns
clean sampling containers to the field sites. Since
the inception of the program, this central labora-
tory has been at the Illinois State Water Survey in
Champaign, Illinois.

6) Only the soluble portion of the constituents (sul-
fate, calcium, potassium, etc.) are measured. All
NADP/NTN samples are filtered shortly after
arriving at the central laboratory and this step
operationally defines solubility. The fraction
of the chemical species that is separated from
the liquid sample and remains on the filter or
remains on the inside surfaces of the collecting
bucket is operationally defined as the insoluble

fraction and is not measured by the NADP/NTN
program. For species like sulfate, nitrate, and
ammonium, the insoluble fraction is negligible
while for potassium perhaps only 50 percent is
soluble.

Data shown in Table 2 from the NADP/NTN weekly wet
deposition network provide a quantitative chemical charac-
terization of precipitation. Average results for the year 1984
for four sites are shown. Median ion concentrations, in units
of microequivalents per liter (eq/L), are listed. Bicarbonate
(HCOy) for the precipitation samples is calculated with the
equations from the previous section by assuming that the
samples are in equilibrium with atmospheric carbon dioxide
at alevel of 335 X 107% atm. Hydrogen ion (H") is calculated
from the median pH for the weekly samples. The ions listed
in Table 2 constitute the major ions in precipitation; this fact
is supported by noting that the sum of the negatively charged
ions (anions) is approximately equal to the sum of the posi-
tively charged ions (cations) for each of the four sites.

Sulfate, nitrate, and hydrogen ions predominate in the
samples from the New Hampshire and Ohio sites, with
levels being higher (and pH lower) at the Ohio site. For
these two sites, about 70% of the sulfate plus nitrate must
be in the acid form in order to account for the measured
acidity (H*). At the Nebraska site, sulfate and nitrate are
higher than at the New Hampshire site, but H* is only
2 peq/L (median pH = 5.80). Notice that for the Nebraska
site the weighted average pH, which is acommonly reported
type of average pH, is much smaller than the median pH.
This indicates that one should be consistent in using the
same averaging procedure when comparing pH for differ-
ent data sets. If the sulfate and nitrate at the Nebraska site
were in the form of acid compounds when they entered the
rain, then the acidity was neutralized by bases before the
rain reached the laboratory. However, irrespective of the
details of the chemical processes, the net effect is that at
the Nebraska site, ammonium (NH;) and calcium (Ca?")
are the dominant positive ions counterbalancing the domi-
nant negative ions, sulfate (SO;~) and nitrate (NO;). For
the Florida coastal site, sodium (Na*) and chloride (CI7)
are dominant ions derived from airborne sea salt particles
that have been incorporated into the raindrops. Sulfate
and nitrate are lower at the Florida site than at the other
three sites. Finally, the ion concentrations for drinking
water (the last column in Table 2) for one city in Illinois
are much higher than for precipitation except for nitrate,
ammonium, and hydrogen ion.

In summary, the data in Table 2 demonstrate that:

(a) Sulfate, or sulfate plus nitrate, is not always
directly related to acidity (and inversely to pH) in
precipitation samples;

(b) All the major ions must be measured to under-
stand the magnitude (or time trends) of acidity of
a sample or a site; and
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TABLE 2
Median lon Concentrations for Drinking Water and for Wet Deposition at Four NADP/NTN Sites in
Four States for 1984
New Drinking
Hampshire? Ohio® Nebraska® Florida? Water®

Number of Samples 35 37 41 46 5
lons (meq/L)
S0?" (Sulfate) 37 69 43 21 650
NO; (Nitrate) 23 32 28 10 3
Cl~ (Chloride) 4 7 3 27 234
HCO; (Bicarbonate) 0.1 0.1 3f 0.7f 2044f

Sum (rounded off) 64 108 77 59 2931
NH; (Ammonium) 16 36 28
Ca?* (Calcium) 9 22 624
Mg?* (Magnesium) 4 5 905
K* (Potassium) 0.4 0.6 61
Na* (Sodium) 3 24 1444
H* (Hydrogen)? 41 71 7 <1

Sum (rounded off) 58 104 70 50 3062
Median pH 4.39 4.15 5.80 5.14 About 8.6
Weighted pH" 441 4.16 5.07 5.05 —
Calculated pH 4.33 4.12 5.17 4.93 —

@ A site in central New Hampshire.

® A site in southeastern Ohio.

¢ A site in east-central Nebraska.

4 A site in the southern tip of Florida.

¢ Levels in treated municipal well water (tap water) for a city of 100,000 in Illinois.
f Calculated with equation: HCO; = 5.13 divided by H* for Pco, = 335 X 107° atm.

9 Calculated from median pH.

" Sample volume weighted hydrogen ion concentration, expressed as pH. Some western sites have
differences in weighted and median pH values of as much as 1 unit.

(c) Precipitation samples are relatively clean or pure as
compared to treated well water used for drinking.

SPATIAL PATTERNS. The spatial distribution of five
of the chemical parameters measured in the NADP/NTN
weekly precipitation chemistry samples are shown in
Figures 2—6. The “+” symbol indicates the location of the
180 sampling sites included in the analysis. A relatively
long time period (1990-1993) was chosen for analysis in
order to have sufficient data to produce stable patterns,
but not so long that emissions of the major sources of the
chemical parameters would have changed substantially.
Samples for weeks with total precipitation less than two
hundredths of an inch of equivalent liquid precipitation
were not included. Every sample was required to pass rigor-
ous quality assurance standards which included checks to
assure that the proper sampling protocol was followed and
that visible matter in the samples was not excessive and did
not produce abnormally high concentrations of the chemi-
cal species measured. The nine sites at elevations greater

FIGURE 2 Median concentration (mg/L) of sulfate in precipita-
tion for 180 NADP/NTN sites for the period 1990-1993.

than 3,000 meters were not included due to concerns about
their representativeness. Completeness of data for each of
the sites was judged in two ways. First, sites that started
after January 1, 1990, or ceased operating before December
31, 1993, were excluded from the analysis if they operated
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FIGURE 3 Median concentration (mg/L) of nitrate in precipita-
tion for 180 NADP/NTN sites for the period 1990-1993.

FIGURE 4 Median concentration (mg/L) of calcium in precipita-
tion for 180 NADP/NTN sites for the period 1990-1993.

FIGURE 5 Median concentration (mg/L) of ammonium in pre-
cipitation for 180 NADP/NTN sites for the period 1990-1993.

less than 80 percent of the four-year interval (98 percent
or 176 of the 180 selected sites operated for more than 95
percent of the interval). Second, sites with a low number of
valid weekly samples were excluded. That is, if at least two
hundredths of an inch of liquid precipitation would have

FIGURE 6 Median pH in precipitation for 180 NADP/NTN sites
for the period 1990-1993.

fallen every week and if valid chemical measurements were
obtained for each weekly sample, then 205 samples would
have been available. In fact for the semi-arid western states,
a large fraction of the weekly samples are completely dry.
A decision was made to include in the analysis only those
western sites with at least 100 valid samples and those east-
ern sites with at least 129 valid samples. For the 180 sites
meeting all of the selection criteria, the median number of
valid samples was 152.

Shown in Figures 2-6 are lines (isopleths) of median
ion concentration or median pH. The isopleths are computer
generated and include some automatic smoothing, but are
very similar to hand-drawn contours. The concentrations are
for the ion, i.e., for sulfate it is milligrams per liter of sulfate,
not sulfur.

Sulfate concentrations in precipitation, shown in
Figure 2, are highest in the Northeast with values exceed-
ing 2.5 mg/L at sites in eastern Illinois, Indiana, Ohio, and
western Pennsylvania. This is consistent with known high
emissions to the atmosphere of sulfur from coal burning
electrical power plants in this region. The sulfate levels
decrease to the west of this area, with West Coast values
being less than 0.5 mg/L.

The major anthropogenic sources for the nitrogen pre-
cursors which become nitrate in precipitation are high tem-
perature combustion sources, which includes power plants
and automobiles. The known locations for these sources are
consistent with the observed nitrate concentrations in pre-
cipitation shown in Figure 3. Nitrate concentrations are high
in the Northeast, from Illinois to New York. The high values
of nitrate in southern California are reasonable considering
the high density of people and automobiles in this area. The
lack of high sulfate values in this California area reflects the
lack of intensive coal combustion in the area.

Figure 4 shows the concentrations of calcium in pre-
cipitation. With respect to sources of the calcium, Gillette
et al. (1989) have indicated that dust from soils and dust
from traffic on unpaved roads are the major sources of
calcium in the atmosphere. Dust devils in the southwest-
ern states, wind erosion of agricultural fields, and crop



production activities in areas with intensive agriculture are
the major dust generation processes for soils. The elevated
levels of calcium shown in Figure 4 in the Midwestern,
plains, and western states are due to a combination of the
location of the mentioned dust generating sources as well
as the generally more arid conditions in these areas. The
higher amounts and frequency of precipitation in the East,
Southeast, and Northwest effectively shut off the dust
sources by both keeping soil and road material damp and
by causing dense vegetation to protect soil surfaces from
erosion.

The ammonium concentration pattern shown in Figure 5
is similar to that for calcium but for different reasons. The
high values in the Midwestern, plains, and western states
are likely due to the emissions of ammonia from livestock
feedlots. The 0.45 mg/L isopleth in the central United States
encloses the region of large cattle feedlots. Emissions related
to agricultural fertilizers may also be important. The site in
northern Utah near Logan is in a small basin surrounded by
mountains. This terrain and the relatively high density of
livestock in the basin likely explains the very high ammo-
nium levels there.

The median pH is shown in Figure 6. As was demon-
strated with the data in Table 2, the pH can be understood
only by considering all the major acidic and basic constitu-
ents. For example notice that a 4.2 pH isopleth encloses sites
in Pennsylvania and New York while the maximum sulfate
isopleth in Figure 2, with a value of 2.50 mg/L, is shifted
further west. The other major acidic anion, nitrate, has its
maximum further to the east than sulfate and the two basic
cations shown in Figures 4 and 5 have decreasing concentra-
tions from Ohio eastward. Therefore the location of the pH
maximum isopleth becomes reasonable when all the major
ions are considered.

The pH values in Figure 6 increase westward of Ohio
with maximum values of about 6 for sites from southeast-
ern South Dakota to the panhandle of Texas. Continuing
westward, the pH values decrease to values less than 5.4
for Rocky Mountain sites in Wyoming, Colorado, and New
Mexico, then increase again to values of 6 or higher for
many sites in Utah and Nevada, and finally decrease again
to values less than 5.4 for sites in the extreme northwestern
United States.

The pH values shown in Figure 6 result from measure-
ments made shortly after the samples arrive at the Central
Analytical Laboratory in Illinois. During the interval of
time between when samples are collected at the field site
and until the pH is measured in Illinois, some acid neutral-
ization occurs. In fact the pH determined at the local field
site laboratory would be a couple hundredths of a pH unit
lower (more acid) for samples with pH values in the 4s and
several tenths lower for samples with pH values in the 5s or
6s. Therefore, a map showing the median of field pH values
will be somewhat different than Figure 6. The use of other
pH averaging procedures (e.g. weighted averages) can also
produce substantial differences (for some locations) from
values of the median pH shown in Figure 6.
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TEMPORAL PATTERNS. In addition to determin-
ing the spatial patterns of chemicals in rain and snow, it is
important to determine the temporal patterns. Research in
the 1970s showed that the sulfate and hydrogen ion con-
centrations in precipitation in the northeastern United States
were higher during the warm season than the cold season.
A study by Bowersox and Stensland (1985) showed that this
seasonal time dependence was more general, applying to
other regions and other ions. For this 1985 study, NADP/
NTN data for 1978-1983 were grouped by site into warm-
period months (May—September) and cold-period months
(November—March). Rigorous data selection criteria were
applied, including a stipulation that at least ten valid con-
centration values be available for each site for each period.
Median concentrations were calculated by site for each
period. Then the ratios of the warm- to cold-period con-
centrations were calculated for each site. The means of the
resulting site ratios for four regions are presented in Table 3.
Sodium and chloride have ratio values /ess than 1.0 for three
of the regions, probably because increased storm activity
during the cold period injects greater quantities of sea salt
into the air in the cold months than is injected in the warm
months. Detailed explanations for ratio values being greater
than or equal to 1.00 for the other ions, in all regions, have
not been established. The interannual variation of photo-
chemical conversion rates is certainly an important factor
for some ions such as sulfate and hydrogen, while ground
cover and soil moisture content are likely to be important
factors for the dust-related ions. Meteorological features,
such as stagnation conditions and typical wind direction,
may also be important factors to explain the seasonality
effect shown in Table 3.

For making pollution abatement decisions, the time
trends of acid rain, on the scale of years, are important.
There has been considerable debate in the literature with
respect to the long-term time trends of chemicals in pre-
cipitation. Precipitation chemistry sampling locations,
equipment, and procedures have varied in the last 30-40
years, producing inconsistent data sets that in turn have led
to flawed interpretations and have resulted in controversy.
A report from the National Research Council (1986) criti-
cally reviews much of the relevant literature. There is quite
general agreement that over the last 100 years, the large
increase of sulfur emissions to the atmosphere over the
United States has increased the levels of sulfate in precipi-
tation. The problem is in trying to quantify the changes for
specific regions with enough precision to provide a database
sufficient for policy decisions.

The reported changes in precipitation acidity since the
mid-1950s are probably the result of three phenomena: the
acidity differences related to changes in dust emissions
from wind erosion of soils and traffic on unpaved roads; the
acidity differences due to changes in sampling techniques;
and the acidity differences due to changes in acidic emis-
sions from combustion pollution. Since the combined effect
of the first two components is large, the increases in acid-
ity due to changes in sulfur and nitrogen emissions in the
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TABLE 3
Seasonality of lon Concentrations in Precipitation as Shown By Average Ratio Values (Warm Period/Cold Period
Precipitation Concentrations) for Four Regions of the United States

FrxdkkkdkrxkMean = 2 Std. Dev. of Period Ratigs**#*******x

Region? Nb S0 NO; NH; Ca?* H*

MwW 20 1.35 + 0.64 1.00 + 0.47 1.67 = 1.45 1.63 = 1.02 1.03 = 0.88

SE 15 1.52 = 0.60 1.73 £ 0.92 1.87 = 0.92 157 + 0.62 152 = 0.87

NE 23 2.19 = 0.80 1.36 + 0.88 245+ 1.48 1.44 +0.72 1.89 = 0.64

RM 16 215+ 1.11 2.63 +2.87 2.65 * 1.54 239130 2.58 + 2.37
FRkERkR*Mean = 2 Std. Dev. of Period Ratigs******xk*x

Region? N Mg?* K* Na* Cl-

MW 20 1.40 + 0.67 1.55 = 0.68 0.79 = 0.58 092+121

SE 15 1.23 + 0.69 153 = 0.54 0.95+0.73 0.87 = 051

NE 23 1.17 = 0.65 1.43 + 0.67 0.67 = 0.53 0.64 + 0.36

RM 16 1.82 = 0.90 2.67 + 1.58 130 £ 0.84 151+ 1.05

@ MW is Midwest, SE is Southeast, NE is Northeast, and RM is Rocky Mountain.
® N is the number of sites in the region used in the analysis. States bordering the Pacific Ocean and states in the

Great Plains were not included in this analysis.

Midwest and Northeast (or other regions) cannot be pre-
cisely quantified on the basis of the historical precipitation
chemistry data.

The longest continuous precipitation chemistry record
is for the Hubbard Brook site in New Hampshire, where the
record began in 1963 (Likens et al., 1984). The sampling
method was to continuously expose a funnel and bottle,
i.e. bulk sampling. From 1964 to 1982 sulfate decreased
quite regularly, which seems to be consistent with the trend
of combustion sulfur emissions for this area of the coun-
try. Values for pH did not show a significant change. The
National Research Council (1986) tabulated the published
trends for the Hubbard Brook data set to indicate that the
results are sometimes sensitive to the specific type of anal-
ysis. For example, one publication indicated that nitrate
increased from 1964 to 1971, and then remained steady
through 1980. A second publication included the nitrate data
for 1963 to 1983, and found no significant overall trend.
A third publication, including data for 1964 to 1979, found
a significant overall increase in nitrate. Bulk data should
not generally be compared with wet-only data, however,
comparisons have shown that the dry deposition component
is relatively small for the Hubbard Brook site and thus it
appears valid to suggest that the bulk trends are probably
representative of wet-only trends.

The NADP/NTN weekly wet deposition data provides
the best data set for trend analysis because of the compre-
hensive quality assurance program for the network and
because of the good spatial coverage across the 48 states.
Lynch et al. (1995) reported the most recent comprehensive
summary of temporal trends in precipitation chemistry in

the United States using data from 58 NADP/NTN sites from
1980 through 1992. Results showed widespread declines in
sulfate concentrations accompanied by significant decreases
in all of the base cations, most noticeably calcium and mag-
nesium. As a result of the decreases in both acids and bases,
only 17 of the 42 sites with significantly decreasing sulfate
trends had concurrent significant decreasing trends in hydro-
gen ion (acidity). The decline in precipitation sulfate during
this period is consistent with the known declines in sulfur
dioxide emissions from electric power plants. The decline
in base cations does not yet have a definitive explanation
since the strengths of the various emission sources are not
well known.

Phase I of Title IV of the 1990 Clean Air Act
Amendments required specific reductions in sulfur diox-
ide emissions on or before 1 January 1995 at selected
electric utility plants, the majority of which are located
in states east of the Mississippi River. As a result of this
legislation, large reductions in sulfur dioxide emissions
were likely to have occurred in 1995, which should have
affected sulfate and hydrogen ion concentrations in pre-
cipitation in this region. Lynch et al. (1996) compared
the 1995 concentrations to those expected from the 1983—
1994 trends and indeed found that sulfate and hydrogen
ion decreased much more than expected due to just the
1983-1994 trends. Thus they concluded that acid rain in
the eastern United States had decreased as a result of the
Phase I emission reductions. Additional major emission
reductions in sulfur dioxide are required in Phase II by the
year 2000 so it will be important to look for corresponding
additional reductions in acid rain.



REMOTE SITE PH DATA

Acid precipitation is also being measured at remote sites.
pH data for more than 1700 daily or three-day samples
collected in the Hawaiian Islands were reported by Miller
and Yoshinaga (1981). The observed pH for the Hawaiian
samples ranged from about 3.6 to 6.0. The average pH for
about 800 daily samples collected at three sites in the Hilo,
Hawaii area was 4.7. The pH decreased with altitude, with
an average pH of 4.3 for 92 samples collected at a site at
an altitude of 3400 meters. To check for the possibility of
local volcanic emissions being the dominant source, samples
were collected on the island of Kauai, which has no volcanic
emissions and is 500 km north of the big island of Hawaii
where all the other sampling took place. For the Kauai site,
the average pH was 4.79, which is similar to the pH for the
Big Island.

Galloway et al. (1982) have measured the chemistry of
precipitation for several sites remote from manmade pol-
Iution. An important feature documented by these inves-
tigators is that the pH of samples from these remote sites
increased significantly between the time of field collection
and the time of sample receipt at the laboratory in Virginia.
However, the pH of the samples remained stable when a
chemical was added to stop bacterial activity in the samples.
It was established that organic acids (from natural sources)
are an important acid component in samples from the remote
sites and without the pH stabilization procedure, the organic
acids were lost during shipment and only the strong mineral
acids and the elevated pH values were detected. For three
remote sites in Australia, in Venezuela, and on Amsterdam
Island, the weighted average pH values for stabilized sam-
ples were 4.8, 4.8, and 4.9 respectively.

The detection of acid rain at locations remote from man-
made pollution has led researchers to suggest that departures
of precipitation pH below 5.0, instead of the commonly
used level of 5.6 or 5.7, would better indicate the local and
regional manmade modulations to the natural global back-
ground. That is, perhaps we should define acid rain to be
samples where pH is less than 5.0. However, since pH is in
fact the balance of a group of ions, it is scientifically better to
use the levels of these ions, and not just pH, to characterize
samples as acid rain.

RECOMMENDATIONS FOR THE FUTURE

This discussion has focused on results of wet deposition
measurements. However, both wet and dry deposition must
be measured so that eventually a mass balance can be evalu-
ated to account, year by year, for the pollutants put into the
air. Therefore:

1) Wet deposition measurements across the United
States should be continued indefinitely, just as we
continue to monitor emissions, air quality, and
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weather variables such as precipitation amount
and type, and

2) Dry deposition measurement techniques need
continued development and evaluation, and a
long-term monitoring network must become
available to provide data for calculating total
deposition (wet and dry).
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ACOUSTICS OF THE ENVIRONMENT: see NOISE
AEROSOLS: see also PARTICULATE EMISSIONS; PARTICULATE REMOVAL



AEROSOLS

An aerosol is a system of tiny particles suspended in a gas.
Aerosols or particulate matter refer to any substance, except
pure water, that exists as a liquid or solid in the atmosphere
under normal conditions and is of microscopic or submicrosco-
pic size but larger than molecular dimensions. There are two
fundamentally different mechanisms of aerosol formation:

* nucleation from vapor molecules (photochemis-
try, combustion, etc.)

e comminution of solid or liquid matter (grinding,
erosion, sea spray, etc.)

Formation by molecular nucleation produces particles of
diameter smaller than 0.1 wm. Particles formed by mechani-
cal means tend to be much larger, diameters exceeding 10 um
or so, and tend to settle quickly out of the atmosphere. The
very small particles formed by nucleation, due to their large

number, tend to coagulate rapidly to form larger particles.
Surface tension practically limits the smallest size of particles
that can be formed by mechanical means to about 1 um.

PARTICLE SIZE DISTRIBUTION

Size is the most important single characterization of an aero-
sol particle. For a spherical particle, diameter is the usual
reported dimension. When a particle is not spherical, the size
can be reported either in terms of a length scale characteristic
of its silhouette or of a hypothetical sphere with equivalent
dynamic properties, such as settling velocity in air.

Table 1 summarizes the physical interpretation for a
variety of characteristic diameters. The Feret and Martin
diameters are typical geometric diameters obtained from
particle silhouettes under a microscope.

TABLE 1
Measures of particle size

Definition of characteristic diameters

Physical meaning and corresponding
measuring method

geometric size

B+DI12,b+1+1)/3,(b1)"7,3/(1/1+1/b+1/1), x/E,«/{(Zlb+2bt+2[t/6)}

Feret diam.

al

Martin diam.

=0 &

equivalent projection area diam.
(Heywood diam.)

equivalent diam.

equivalent surface area diam.
(specific surface diam.) (s/m)'?

equivalent volume diam.

(6v/m)'?

breadth: b
length: /

Stokes diam.

unidirectional diameter: diameter of particles
at random along a given fixed line, no
meaning for a single particle.

unidirectional diameter: diameter of particles
as the length of a chord dividing the
particle into two equal areas.

diameter of the circle having the same area as
projection area of particle, corresponding
to diam. obtained by light extinction.

diameter of the sphere having the same
surface as that of a particle, corresponding
to diam. obtained by absorption or
permeability method.

diameter of the sphere having the same
volume as that of a particle,
corresponding to diam. obtained by
Coulter Counter.

diameter of the sphere having the same
gravitational setting velocity as that of a
particle,

D, = [18 uv/g(p, — p)C,]"*, obtained by
sedimentation and impactor.

(continued)
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TABLE 1 (continued)
Measures of particle size

Definition of characteristic diameters

Physical meaning and corresponding
measuring method

thickness: ¢ aerodynamic diam.

volume: v

surface electrical mobility equivalent
area: s diam.

equivalent diffusion diam.

equivalent light scattering

diam.

diameter of the sphere having unit specific
gravity and having the same gravitational
setting velocity as that of a particle, D,, =
[18 pu/gC 1", obtained by the same
methods as the above.

diameter of the sphere having the same
electrical mobility as that of a particle, D,
=n,eC/3muB,, obtained by electrical
mobility analyzer.

diameter of the sphere having the same
penetration as that of a particle obtained
by diffusion battery.

diameter of the sphere having the same
intensity of light scattering as that of a
standard particle such as a PSL particle,
obtained by light scattering method.

When particles, at total number concentration N, are
measured based on a certain characteristic diameter as shown
in Table 1 and the number of particles, dn, having diameters
between D, and D, + dD, are counted, the normalized par-
ticle size distribution D)) is defined as follows:

7(p,) =1 p- ()

where

The discrete analog which gives a size distribution histo-
gram is

7(p,)= o @

where An is the particle number concentration between D, —
AD/2 and D, + AD /2.

The cumulative number concentration of particles up to
any diameter D, is given as

F(p,)=]" £(D})ap, =1~ r(D])ap,
dF _ (DP). 3)

The size distribution and the cumulative distribution
as defined above are based on the number concentration of
particles. If total mass M and fractional mass dm are used

T
F=84.13% —
g -
0 _
o
=}
= _
. 1
0.1 05 1 5 10 50

Dp (km)

FIGURE 1 Log-normal size distribution for particles with geo-
metric mean diameter of 1 um and geometric standard deviation
of 2.0. The different average particle diameters for this distribution
are defined in Table 2.

instead of N and dn, respectively, the size distributions can
then be defined on a mass basis.

Many particle size distributions are well described by
the normal or the log-normal distributions. The normal, or
Gaussian, distribution function is defined as,

)

207

“

exp| —

f(DP):\/EU



where Bp and o are, respectively, the mean and standard devi-
ation of the distribution. The mean diameter D, is defined by

D, = f; D,f(D,)dD, )

and the standard deviation, indicating the dispersion of the
distribution, is given by

2
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In the practical measurement of particle sizes, [_)p and o are
determined by

D, = Z”z‘Dm‘
N

(N

>~ (*(p =D, D )dD . (6) where 7, is the number of particles with diameter D ; and N
7 -[ —ao( r ! ) ! ( ") b is the total particle number measured. ’
TABLE 2

Names and defining equations for various average diameters

Defining equations

General case

In the case of log-normal distribution

number mean diam. D, SAnD, InD, =A+05C=B-25C
N
length mean diam. D, SAnD InD,=A+15C=B-15C
EAnD[)
surface mean, Sauter or mean EAnD; EASDP InD,=A+25C=B-05C
volume-surface diam. D, 7=
‘ EAnD[) S
volume or mass mean diam. D, EAnD;‘ EAmDp InD,=A+35C=B+0.5C
SAD, M
diam. of average surface D, S AnD InD,=A+10C=B—20C
N
diam. of average volume or mass D, 3 EAHDZ InD,=A+15C=B—-15C
N
harmonic mean diam. D, N InD,=A—-05C=B-35C
E(A/Dp)
number median diam. or geometric SAnln D » NMD
mean diam. NMD exp T
volume or mass median diam. MMD EAnD3 InD InMMD = A + 3C
exp #
EAnD;}
2AmInD,
=exp| — 2
M

A =1InNMD, B = In MMD, C = (In 0,)?

N(total number) = ZAn, S(total surface) = ZAs, M(total mass) = XAm
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The log-normal distribution is particularly useful for rep-
resenting aerosols because it does not allow negative particle
sizes. The log-normal distribution function is obtained by
substituting In D, and In o, for D, and o in Eq. (4),

— \2
InD —InD
f(lnD,,):meXP _w .®
8

21n’ o,

The log-normal distribution has the following cumulative
distribution,

D, (lnDp - lan )2

1
=————| "exp|—
V2mino, '[0 P

F d(InD,). (9

2
21n o,

The geometric mean diameter D,, and the geometric standard
deviation o, are determined from particle count data by

nD, = (Y nInD,)/N

, e (10)
Ino, :[2”1 (lnDpi —lan) /N] .

Figure 1 shows the log-normal size distribution for par-
ticles having D, = 1 um and o, = 2.0 on a log-probability
graph, on which a log-normal size distribution is a straight
line. The particle size at the 50 percent point of the cumu-
lative axis is the geometric mean diameter D, or number
median diameter, NMD. The geometric standard deviation
is obtained from two points as follows:

D, at F =84.13% D, at F =50%
o = —

¢ D atF=50% D, atF=157%

The rapid graphical determination of the geometric
mean diameter D, as well as the standard deviation o, is a
major advantage of the log-normal distribution. It should
be emphasized that the size distribution on a number basis
shown by the solid line in Figure 1 differs significantly
from that on a mass basis, shown by the dashed line in the
same figure. The conversion from number median diameter
(NMD) to mass median diameter (MMD) for a log-normal
distribution is given by

In(MMD) = In(NMD) + 3(In o). (11)

If many particles having similar shape are measured on the
basis of one of the characteristic diameters defined in Table 1,
a variety of average particle diameters can be calculated as
shown in Table 2. The comparison among these diameters is
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FIGURE 2 Surface area distributions of natural and anthropo-
genic aerosols.

shown in Figure 1 for a log-normal size distribution. Each
average diameter can be easily calculated from o, and NMD
(or MMD).

Figure 2 indicates approximately the major sources of
atmospheric aerosols and their surface area distributions.
There tends to be a minimum in the size distribution of
atmospheric particles around 1 wm, separating on one hand
the coarse particles generated by storms, oceans and volca-
noes and on the other hand the fine particles generated by
fires, combustion and atmospheric chemistry. The commi-
nution processes generate particles in the range above 1 um
and molecular processes lead to submicron particles.

PARTICLE DYNAMICS AND PROPERTIES

Typical size-dependent dynamic properties of particles sus-
pended in a gas are shown in Figure 3 together with defining
equations (Seinfeld, 1986). The solid lines are those at atmo-
spheric pressure and the one-point dashed lines are at low
pressure. The curves appearing in the figure and the related
particle properties are briefly explained below.

Motion of Large Particles

A single spherical particle of diameter D, with a velocity « in
air of density p, experiences the following drag force,

F,= CyA(p,u2) (12)
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FIGURE 3 Fundamental mechanical and dynamic properties of aerosol particles suspended in a gas.
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where A is the projected area of the particle on the flow (=
wD3/4), and C), is the drag coefficient of the particle. The
drag coefficient C,, depends on the Reynolds number,

Re = uerpf/M (13)

where u, is the relative velocity between the particle and air
( = |u — v|, u = velocity of air flow, v = particle velocity),
and u is the viscosity of the fluid.

The motion of a particle having mass m, is expressed by
the equation of motion

m &Y = (14)
dt

where v is the velocity of the particle and F is the force acting
on the particle, such as gravity, drag force, or electrical force.
Table 3 shows the available drag coefficients depending on

TABLE 3
Motion of a single spherical particle

Re, <1 (Stokes) 1 <Re, <10 10* < Re, (Newton)
drag coefficient, C,, 24/Rep 2 0.44
0.55+ 4.8
\ /Rep
2 37D, v 2 0.0557p,(vD,)?
pPrv gt vD ,p, auD v v
drag force, R, = CDA[) L 0.55,|—=L +48 | —2-
2 n 8
gravitational settling equation of
. dv _ pf
motion m,—=m,[1-—|g—R, or,
P dt P pp
L P g— P ¢ N
de P 7D,
2 _ 2 1/2
terminal velocity, v, (dv/dr = 0) b, (p” Pr )g (VAE +A A 3D,(p, — py)g
18u 1.1

unsteady motion
time, ¢t
velocity, v

V,—V
t=71 1In 0
Tg (v_vl)
_ t
v,t—q’g(v,—vo) exp —T -1
g

falling distance, S

§= jﬂ vdr

Py

A =48 o
Pr Dn
a,=254 2P op
s
Re dRe not simple because of Re, << 10
t= 24ng ’ L at initiation of motion

&, C), Re] —C, Re)

1
v,rg'[o Re, dr

t=t/7,Re, =Re /Re ,

vD p. pD> . . )
Re =—2 7 =271 v,: initial velocity, v,: terminal velocity
P 1 t

w 8

Re,, Re,: Re, at v, and at v, respectively, C,,: drag coefficient at terminal velocity



Reynolds number and the basic equation expressing the par-
ticle motion in a gravity field.

The terminal settling velocity under gravity for small
Reynolds number, v,, decreases with a decrease in particle
size, as expressed by Eq. (3.1) in Figure 3. The distortion
at the small size range of the solid line of v, is a result of
the slip coefficient, C, which is size-dependent as shown in
Eq. (3.2). The slip coefficient C, increases with a decrease
in particle size suspended in a gaseous medium. It also
increases with a decrease in gas pressure p as shown in
Figure 3. The terminal settling velocities at other Reynolds
numbers are shown in Table 3.

7, in Figure 3 is the relaxation time and is given by
Eq. (3.6). It characterizes the time required for a particle to
change its velocity when the external forces change. When
a particle is projected into a stationary fluid with a velocity
v,, it will travel a finite distance before it stops. Such a dis-
tance called the stop-distance and is given by v,7,. Thus, 7,
is a measure of the inertial motion of a particle in a fluid.

Motion of a Small Diffusive Particle

When a particle is small, Brownian motion occurs caused
by random variations in the incessant bombardment of mol-
ecules against the particle. As the result of Brownian motion,
aerosol particles appear to diffuse in a manner analogous to
the diffusion of gas molecules.

The Brownian diffusion coefficient of particles with
diameter D, is given by

D = CkT/3muD, (15)

where k is the Boltzmann constant (=1.38 X 1076 erg/K) and
T the temperature [K]. The mean square displacement of a
particles Ax? in a certain time interval ¢, and its absolute value
of the average displacement Ax, by the Brownian motion, are
given as follows

A_x2=2Dt

Ax =[4Dt/mr

(16)

The number concentration of small particles undergoing
Brownian diffusion in a flow with velocity u can be determined
by solving the following equation of convective diffusion,

%Jrqu:DVzN—VVN (17)

v=1,> Fm, (18)

where N is the particle number concentration, D the Brownian
diffusion coefficient, and v the particle velocity due to an
external force F acting on the particle.

The average absolute value of Brownian displacement
in one second, Ax, is shown in Figure 3, which is obtained
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from ¢ = 1s in Eq. (3.4). The intersection of the curves Ax
and v, lies at around 0.5 um at atmospheric pressure. If one
observes the settling velocity of such a small particle in a
short time, it will be a resultant velocity caused by both grav-
itational settling and Brownian motion.

The local deposition rate of particles by Brownian diffu-
sion onto a unit surface area, the deposition flux j (number of
deposited particles per unit time and surface area), is given by

j=-DVN + vN + uN. (19)

If the flow is turbulent, the value of the deposition flux of
uncharged particles depends on the strength of the flow
field, the Brownian diffusion coefficient, and gravitational
sedimentation.

Particle Charging and Electrical Properties

When a charged particle having n, elementary charges is sus-
pended in an electrical field of strength E, the electrical force
F, exerted on the particle is n,eE, where e is the elemen-
tary charge unit (¢ = 1.6 X 107"°C). Introducing F, into the
right hand side of the equation of particle motion in Table 3
and assuming that gravity and buoyant forces are negligible,
the steady state velocity due to electrical force is found by
equating drag and electrical forces, F, = F,. For the Stokes
drag force (F, = 3muv D /C), the terminal electrophoretic
velocity v, is given by

v, = nekC, [3muD,. (20)

B, in Figure 3 is the electrical mobility which is defined
as the velocity of a charged particle in an electric field of
unit strength. Accordingly, the steady particle velocity in an
electric field E is given by Eb,. Since B, depends upon the
number of elementary charges that a particle carries, n,, as
seen in Eq. (3.7), n, is required to determine B,. n, is predict-
able with aerosol particles in most cases, where particles are
charged by diffusion of ions.

The charging of particles by gaseous ions depends on
the two physical mechanisms of diffusion and field charging
(Flagan and Seinfeld, 1988). Diffusion charging arises from
thermal collisions between particles and ions. Charging occurs
also when ions drift along electric field lines and impinge upon
the particle. This charging process is referred to as field charg-
ing. Diffusion charging is the predominant mechanism for
particles smaller than about 0.2 wm in diameter. In the size
range of 0.2-2 um diameter, particles are charged by both dif-
fusion and field charging. Charging is also classified into bipo-
lar charging by bipolar ions and unipolar charging by unipolar
ions of either sign. The average number of charges on particles
by both field and diffusion charging are shown in Figure 4.
When the number concentration of bipolar ions is sufficiently
high with sufficient charging time, the particle charge attains
an equilibrium state where the positive and negative charges
in a unit volume are approximately equal. Figure 5 shows the
charge distribution of particles at the equilibrium state.
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Brownian Coagulation

Coagulation of aerosols causes a continuous change in
number concentration and size distribution of an aerosol with
the total particle volume remaining constant. Coagulation
can be classified according to the type of force that causes
collision. Brownian coagulation (thermal coagulation) is a
fundamental mechanism that is present whenever particles
are present in a background gas.

In the special case of the initial stage of coagulation of a
monodisperse aerosol having uniform diameter D, the par-
ticle number concentration N decreases according to

dN/dt =—0.5K,N’

K,=K(D,.D,) @b

where K(D,, D,) is the coagulation coefficient between par-
ticles of diameters D, and D,.

When the coagulation coefficient is not a function of
time, the decrease in particle number concentration from N,
to N can be obtained from the integration of Eq. (21) over a
time period from O to ¢,

N = NJ(1 + 0.5K,N,0). (22)

The particle number concentration reduces to one-half its ini-
tial value at the time 2(K,V,)~'. This time can be considered
as a characteristic time for coagulation.

In the case of coagulation of a polydisperse aerosol, the
basic equation that describes the time-dependent change in
the particle size distribution n(y, f), is

on

(‘;t) = %L:K(v’,v - v’)n(v’,t)n(v - v’,t)dv’

d (23)

—n(v,l)'[: K(v,v’)n(v’,t)dv’

The first term on the right-hand side represents the rate of
formation of particles of volume v due to coagulation, and
the second term that rate of loss of particles of volume v by
coagulation with all other particles.

The Brownian coagulation coefficient is a function of
the Knudsen number Kn = 2)\/Dp, where A is the mean free
path of the background gas. Figure 6 shows the values of
the Brownian coagulation coefficient of mono-disperse par-
ticles, 0.5 K(D,, D,), as a function of particle diameter in

Knudsen number Kn
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FIGURE 6 Brownian coagulation coefficient for coagulation of
equal-sized particles in air at standard conditions as a function of
particle density.



air at atmospheric pressure and room temperature. There
exist distinct maxima in the coagulation coefficient in the
size range from 0.01 wm to 0.01 um depending on particle
diameter. For a particle of 0.4 um diameter at a number con-
centration of 10® particles/cm?, the half-life for Brownian
coagulation is about 14 s.

Kelvin Effect

p,/p.. in Figure 3 indicates the ratio of the vapor pressure over
a curved droplet surface to that over a flat surface of the same
liquid. The vapor pressure over a droplet surface increases with
a decrease in droplet diameter. This phenomenon is called the
Kelvin effect and is given by Eq. (3.8). If the saturation ratio
of water vapor S surrounding a single isolated water droplet
is larger than p,/p,, the droplet grows. If S < p,/p,, that is,
the surrounding saturation ratio lies below the curve p,/p,. in
Figure 3, the water droplet evaporates. Thus the curve p,/p,. in
Figure 3 indicates the stability relationship between the drop-
let diameter and the surrounding vapor pressure.

Phoretic Phenomena

Phoretic phenomena refer to particle motion that occurs
when there is a difference in the number of molecular colli-
sions onto the particle surface between different sides of the
particle. Thermophoresis, photophoresis and diffusiophore-
sis are representative phoretic phenomena.

When a temperature gradient is established in a gas, the
aerosol particles in that gas are driven from high to low tem-
perature regions. This effect is called thermophoresis. The
curve v, in Figure 3 is an example (NaCl particles in air) of
the thermophoretic velocity at a unit temperature gradient,
that is, 1 K/cm. If the temperature gradient is 10 K/cm, v,
becomes ten times higher than shown in the figure.

If a particle suspended in a gas is illuminated and non-
uniformly heated due to light absorption, the rebound of gas
molecules from the higher temperature regions of the par-
ticle give rise to a motion of the particle, which is called
photophoresis and is recognized as a special case of thermo-
phoresis. The particle motion due to photophoresis depends
on the particle size, shape, optical properties, intensity and
wavelength of the light, and accurate prediction of the phe-
nomenon is rather difficult.

Diffusiophoresis occurs in the presence of a gradient of
vapor molecules. The particle moves in the direction from
higher to lower vapor molecule concentration.

OPTICAL PHENOMENA

When a beam of light is directed at suspended particles, vari-
ous optical phenomena such as absorption and scattering of
the incident beam arise due to the difference in the refrac-
tive index between the particle and the medium. Optical
phenomena can be mainly characterized by a dimensionless
parameter defined as the ratio of the particle diameter D, to
the wavelength of the incident light A,

a=mD/\. (24)
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Light Scattering

Light scattering is affected by the size, shape and refractive
index of the particles and by the wavelength, intensity, polar-
ization and scattering angle of the incident light. The theory
of light scattering for a uniform spherical particle is well
established (Van de Hulst, 1957). The intensity of the scat-
tered light in the direct 6 (angle between the directions of the
incident and scattered beams) consists of vertically polarized
and horizontally polarized components and is given as

2

1=1 ’\—(i1 +1,) (25)

0 2.2
r

where I denotes the intensity of the incident beam, A the
wavelength and r the distance from the center of the particle,
i, and i, indicate the intensities of the vertical and horizontal
components, respectively, which are the functions of 6, A,
D, and m.

The index of refraction m of a particle is given by the
inverse of the ratio of the propagation speed of light in a
vacuum k, to that in the actual medium k, as,

m = k,/k, (26)
and can be written in a simple form as follows:
m=n, — in,. 27)

The imaginary part n, gives rise to absorption of light, and
vanishes if the particle is nonconductive.

Light scattering phenomena are sometimes separated into
the following three cases: (1) Rayleigh scattering (molecu-
lar scattering), where the value of « is smaller than about 2,
(2) Mie scattering, where « is from 2 to 10, and (3) geo-
metrical optics (diffraction), where « is larger than about 10.
In the Rayleigh scattering range, the scattered intensity is
in proportion to the sixth power of particle size. In the Mie
scattering range, the scattered intensity increases with parti-
cle size at a rate that approaches the square of particle size as
the particle reaches the geometrical optics range. The ampli-
tude of the oscillation in scattered intensity is large in the
forward direction. The scattered intensity greatly depends on
the refractive index of the particles.

The curve denoted as pulse height in Figure 3 illustrates
a typical photomultiplier response of scattered light from a
particle. The intensity of scattered light is proportional to
the sixth power of the particle diameter when particle size is
smaller than the wavelength of the incident light (Rayleigh
scattering range). The curve demonstrates the steep decrease
in intensity of scattered light from a particle.

Light Extinction

When a parallel beam of light is passed through a suspen-
sion, the intensity of light is decreased because of the scat-
tering and absorption of light by particles. If a parallel light
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beam of intensity /; is applied to the suspension, the intensity
I at a distance [ into the medium is given by,

1= I,exp(—l) (28)

where v is called the extinction coefficient,

y=], C.n(D,)dD (29)

P

n(D,) is the number distribution function of particles, and
C., 1s the cross sectional area of each particle.
For a spherical particle, C,,, can be calculated by the Mie

theory where the scattering angle is zero. The value of C_,
is also given by

Cexl = Csca + Cabs (30)

where C, is the cross sectional area for light scattering and
C,,, the cross sectional area for light absorption. The value of
C.., can be calculated by integrating the scattered intensity /
over the whole range of solid angles.

The total extinction coefficient v in the atmosphere can
be expressed as the sum of contributions for aerosol particle
scattering and absorption and gaseous molecular scattering and
absorption. Since the light extinction of visible rays by polluted
gases is negligible under the usual atmospheric conditions and
the refractive index of atmospheric conditions and the refrac-
tive index of atmospheric aerosol near the ground surface is
(1.33~1.55) — (0.001 ~ 0.05)i (Lodge et al., 1981), the extinc-
tion of the visible rays depends on aerosol particle scattering
rather than absorption. Accordingly, under uniform particle
concentrations, the extinction coefficient becomes a maximum
for particles having diameter 0.5 wm for visible light.

VISIBILITY

The visible distance that can be distinguished in the atmo-
sphere is considerably shortened by the light scattering and
light extinction due to the interaction of visible light with
the various suspended particles and gas molecules. To evalu-
ate the visibility quantitatively, the visual range, which is
defined as the maximum distance at which the object is just
distinguishable from the background, is usually introduced.
This visual range is related to the intensity of the contrast C
for an isolated object surrounded by a uniform and extensive
background. The brightness can be obtained by integrating
Eq. (28) over the distance from the object to the point of
observation. If the minimum contrast required to just dis-
tinguish an object from its background is denoted by C”, the
visual range L, for a black object can be given as

L,= =1/yIn(=C) 3D

where 7y is the extinction coefficient. Introduction of the
value of —0.02 for C* gives the well known Koschmieder
equation,

L, =3912/y (32)

For aerosol consisting of 0.5 wm diameter particles (m =
1.5) at a number concentration of 10* particles/cm?, the
extinction coefficient y is 6.5 X 107> cm and the daylight
visual range is about 6.0 X 10* cm (=0.6 km). Since the
extinction coefficient depends on the wavelength of light,
refractive index, aerosol size and concentration, the visual
range greatly depends on the aerosol properties and atmo-
spheric conditions.

MEASUREMENT OF AEROSOLS

Methods of sizing aerosol particles are generally based upon
the dynamic and physical properties of particles suspended
in a gas (see Table 4).

Optical Methods

The light-scattering properties of an individual particle are a
function of its size, shape and refractive index. The intensity of
scattered light is a function of the scattering angle, the inten-
sity and wavelength of the incident light, in addition to the
above properties of an individual particle. An example of the
particle size-intensity response is illustrated in Figure 3. Many
different optical particle sizing devices have been developed
based on the Mie theory which describes the relation among
the above factors. The principle of one of the typical devices
is shown in Figure 7.

The particle size measured by this method is, in most
cases, an optical equivalent diameter which is referred to a
calibration particle such as one of polystyrene latex of known
size. Unless the particles being measured are spheres of
known refractive index, their real diameters cannot be evalu-
ated from the optical equivalent diameters measured. Several
light-scattering particle counters are commercially available.

Inertial Methods (Impactor)

The operating principle of an impactor is illustrated in
Figure 8. The particle trajectory which may or may not col-
lide with the impaction surface can be calculated from solv-
ing the equation of motion of a particle in the impactor flow
field. Marple’s results obtained for round jets are illustrated
in Figure 8 (Marple and Liu, 1974), where the collection
efficiency at the impaction surface is expressed in terms of
the Stokes number, Stk, defined as,

2

stk = LDt b (33)
18u(W/2)  W/2
where
2
_PDCe (34)
18w

A A D,
C,=1+2514—+0.80—exp| —0.55—=| (35)
D D A

P P
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TABLE 4
Methods of aerosol particle size analysis

Quantity to be Method or Approx size
measured instrument Media Detection range Concentration Principle
microscope gas number >0.5 um
length electron microscope vacuum number >0.001
absorbed gas adsorption method, gas - >0.01 BET
BET
area liquid
permeability permeability method gas - >0.1 Kozeny-
Carman’s
equation
volume electric resist. Coulter Counter liquid number >0.3 low
gravitational (individual) gas number >1 low Stokes equation
ultramicroscope
settling (differential conc.) liquid mass >1 high Stokes equation
motion in fluid velocity (cumulative conc.) liquid mass >1 high Stokes equation
centrifugal (differential conc.) liquid area mass >0.05 high Stokes equation
settling velocity spiral centrifuge, gas number mass >0.05-1 high-low Stokes equation
conifuge
inertial collection  impactor, acceleration  gas mass number >0.5 high—low relaxation time
method
inertial motion impactor, aerosol gas number >0.05 high-low in low pressure
beam method
diffusion loss diffusion battery and gas mass number 0.002-0.5 high-low Brownian
CNC motion
Brownian motion  photon correlation liquid number 0.02-1 high
integral type (EAA) gas number (current)  0.005-0.1 high—low
electric mobility
differential type gas number (current)  0.002-0.5 high-low
(DMA)
intensity of scattered  light scattering gas liquid number >0.1 low Mie theory
light
light diffraction gas liquid number 1 high-low
AEROSOL

p, is the particle density, u the viscosity and A is the mean
free path of the gas. The remaining quantities are defined in
Figure 8.

The value of the Stokes number at the 50 percent collection
efficiency for a given impactor geometry and operating condi-
tion can be found from the figure, and it follows that the cut-off
size, the size at 50 percent collection efficiency, is determined.

If impactors having different cut-off sizes are appropri-
ately connected in series, the resulting device is called a cas-
cade impactor, and the size distribution of aerosol particles
can be obtained by weighing the collected particles on each
impactor stage. In order to obtain an accurate particle size dis-
tribution from a cascade impactor, the following must be taken
into account: 1) data reduction considering cross sensitivity
between the neighboring stages, 2) rebounding on the impac-
tion surfaces, and 3) particle deposition inside the device.

Various types of impactors include those using multiple
jets or rectangular jets for high flow rate, those operating under
low pressure (Hering et al., 1979) or having microjets for par-
ticles smaller than about 0.3 um and those having a virtual
impaction surface, from which aerosols are sampled, for sam-
pling the classified aerosol particles (Masuda et al., 1979).
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FIGURE 7 Measurement of aerosol particle size by an optical
method.

(Other Inertial Methods)

Other inertial methods exist for particles larger than 0.5
pm, which include the particle acceleration method,
multi-cyclone (Smith et al., 1979), and pulsation method
(Mazumder et al., 1979). Figure 9 illustrates the particle
acceleration method where the velocity difference between
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a particle and air at the outlet of a converging nozzle is
detected (Wilson and Liu, 1980).

Sedimentation Method

By observing the terminal settling velocities of particles it
is possible to infer their size. This method is useful if a TV
camera and He—Ne gas laser for illumination are used for the
observation of particle movement. A method of this type has
been developed where a very shallow cell and a TV system
are used (Yoshida et al., 1975).

Centrifuging Method

Particle size can be determined by collecting particles in a
centrifugal flow field. Several different types of centrifugal
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FIGURE 9 Measurement of aerosol particle size by laser-
doppler velocimetry.
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FIGURE 10 Spiral centrifuge for particle size measurements.

chambers, of conical, spiral and cylindrical shapes, have been
developed for aerosol size measurement. One such system is
illustrated in Figure 10 (Stober, 1976). Particle shape and
chemical composition as a function of size can be analyzed
in such devices.

Electrical Mobility Analyzers

The velocity of a charged spherical particle in an electric field,
v, is given by Eq. (20). The velocity of a particle having unit
charge (n, = 1) in an electric field of 1 V/cm is illustrated
in Figure 3. The principle of electrical mobility analyzers is
based upon the relation expressed by Eq. (20). Particles of
different sizes are separated due to their different electrical
mobilities.
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FIGURE 11 Two types of electrical mobility analyzers for determining aerosol size. Charging,
classification, detection and response are shown for both types of analyzers.
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Two different types of electrical mobility analyzers
shown in Figure 11 have been widely used (Whitby, 1976).
On the left hand side in the figure is an integral type, which is
commercially available (EAA: Electrical Aerosol Analyzer).
That on the right hand side is a differential type, which is
also commercially available (DMA: Differential Mobility
Analyzer). The critical electrical mobility B, at which a par-
ticle can reach the lower end of the center rod at a given
operating condition is given, respectively, for the EAA and
DMA as

= Mln(i] (36)
2LV r,

B - &ln(i} AB - &m(i] 37
2LV r. LV .

2 2

B, can be changed by changing the electric voltage applied
to the center rod. A set of data of the particle number con-
centration or current at every B, can be converted into a size
distribution by data reduction where the number distribution
of elementary charges at a given particle size is taken into
account.

Electrical mobility analyzers are advantageous for
smaller particles because v, in Eq. (20) increases with the
decrease in particle size. The differential mobility analyzer
has been increasingly utilized as a sizing instrument and a
monodisperse aerosol generator of particles smaller than
1 pwm diameter (Kousaka et al., 1985).

Diffusion Batteries

The diffusion coefficient of a particle D is given by Eq. (15).
As shown in Figure 3, D increases with a decrease in par-
ticle size. This suggests that the deposition loss of particles
onto the surface of a tube through which the aerosol is flow-
ing increases as the particle size decreases. The penetration
(= I-Afractional loss by deposition) 7, for a laminar pipe flow
is given as (Fuchs, 1964),

1, = 0.8191exp(—3.657B) + 0.00975exp(—22.3B)

(38
+0.0325exp(—57B), B=mwDL/Q = 0.0312

n, =1-2.568" +12B+0.1778, < 0.0312 (39)

where L is the pipe length and Q is the flow rate. A diffusion
battery consists of a number of cylindrical tubes, rectangu-
lar ducts or a series of screens through which the gas stream
containing the particles is caused to flow. Measurement of the
penetration of particles out the end of the tubes under a number
of flow rates or at selected points along the distance from the
battery inlet allows one to obtain the particle size distribution
of a polydisperse aerosol. The measurement of particle number
concentrations to obtain penetration is usually carried out with
a condensation nucleus counter (CNC), which detects particles
with diameters down to about 0.003 pwm.
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AIR POLLUTANT EFFECTS

AIR POLLUTANTS

Air pollutants fall into two main categories: (1) those that
are pervasive throughout areas because they are the products
of daily-life activities such as transportation, power genera-
tion, space and water heating, and waste incineration, and
(2) those generated by activities such as chemical, manufac-
turing, and agricultural processing whose pollutant byprod-
ucts tend to be localized in nearby areas or are spread long
distances by tall stacks and prevailing winds.

Air pollutants are also categorized by their emission
characteristics: (1) point sources, such as power plants,
incinerators, and large processing plants; (2) area sources,
such as space and water heating in buildings; and (3) mobile
sources, mainly cars and trucks, but also lawn mowers and
blowers and airplanes.

The United States has established National Ambient Air
Quality Standards (NAAQS) for seven pollutants that are
pervasive and are threats to public health and welfare. The
Clean Air Act, which initiated this program, was passed in
1963 and last amended in 1990. The primary standards are
intended to protect health, and the secondary standards pro-
tect public-welfare interests such as visibility and danger to
animals, crops, and buildings.

The standards reflect, for the most part but not always,
a conservative approach in favor of the protection of health.
It is notable that the public, who in the final analysis must
pay the cost, appears to be firmly committed to enforcement
of the standards without overwhelming concern for costs.

The actrequires the states to determine the status of their air
quality and to find and introduce the controls that will enable
them to meet these standards. Their proposal describing how
and when the standards will be met is submitted to the EPA
(U.S. Environmental Protection Agency) as an implementa-
tion plan for approval. Meeting target dates for air-quality
standards has been problematic because the complex system
that has to be managed includes important socioeconomic and
political factors. For example, the close connection between
air quality and daily activities such as transportation, waste
disposal, and the heating of homes and workplaces requires
education of the population to obtain their support for alterna-
tive and perhaps costly lifestyle choices in the vehicles they
purchase, the packaging of articles they choose, and the type
and cost of the fuels they use—choices they may be reluc-
tant to make, even if they will improve the quality of their
air environment. Choices benefiting air quality that carry
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disadvantages for important sectors of the economy are usu-
ally skillfully discouraged by some of those sectors.

CONTROL OF CRITERIA POLLUTANTS

Control of the criteria pollutants requires a measurement
program to determine the daily and short-term patterns of
the ambient concentrations, identification of the emitting
sources, and design and implementation of strategies for
their control. A detailed inventory of the sources causing
the pollution is prepared. The effectiveness of control tech-
nology and potential regulatory strategies are evaluated and
their availability determined with consideration given to the
economic and political restraints on their implementation.
In other words, the total system to be managed and its inter-
actions have to be detailed and understood in order to evalu-
ate the potential for successful control of the air pollution
in an area.

The amount of exposure to the pollutants from inde-
pendent or grouped sources depends upon the intensity of
the activities producing the emissions, the effectiveness of
the controls, and the quality of the surveillance instituted to
ensure the continued proper use and maintenance of the con-
trols. A factor that can be overwhelming is the pattern of the
local meteorology and its effectiveness in dispersing emit-
ted pollutants. The effects of dispersions from one area upon
downwind areas should also be considered.

Detailed analysis of data accumulated over many years
using unchanging analytical methods has shown that very
significant changes in an area’s air pollution can take place
from year to year without significant changes in controls, pri-
marily as the result of changes in the local weather patterns.
The combination of 10 years of data at three sampling sites in
New York City showed that its sulfur-dioxide pollution prob-
lems was clearly related to the sulfur content of the fuel that
was burned in the city. The data for a 10-year period were
combined on a week-by-week basis, with the result that the
shape of the 10-year curve for ambient sulfur-dioxide con-
centrations and the long-term temperature curve for the city
could be superimposed with significant success. Therefore,
the sometimes great variations found between years when
little change occurred in controls were caused by variations
in the local atmosphere, demonstrating that the success or
failure of control strategies cannot be evaluated with security
over short intervals of time.
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Pollutant Primary Stds. | Averaging Times | Secondary
Stds.
Carbon monoxide 9 ppm (10 8-hourl! None
mg/ms3)
35 ppm 1-hour? None
(40 mg/m3)
Lead 1.5 ug/m3 Quarterly Average | Same as
primary
Nitrogen dioxide 0.053 ppm Annual (arith. Same as
(100 ug/m3) | mean) primary
Particulate matter 50 ug/ms3 Annual? (arith. Sa_lme as
(PMy0) mean) primary
3 Same as
150 pg/m 24-hour brimary
Particulate matter | 15.0 ug/m3 Annual3 (arith. Same as
(PM2 5) mean) primary
65 ug/m3 24-hourt —
Ozone 0.08 ppm 8-hourd Same as
primary
0.12 ppm 1-hour® Same as
primary
Sulfur oxides 0.03 ppm Annual (arith. mean) —
0.14 ppm 24-hour! —
_ 3-hour! 0.5 ppm
(1300 pug/ms3)

1. Not to be exceeded more than once per year.

2. To attain this standard, the exp%cted annual arithmetic mean PM1q concentration at each monitor within

an area must not exceed 50 pug/m*>.

3. To attain this standard, the 3-year average of the annual arithmetic mean, PMo 5 concentrations from
single or multiple community-oriented monitors must not exceed 15.0 ug/m®.
4. To attain this standard, the 3-year average of the 98th percentile of 24-hour concentrations at each
population-oriented monitor within an area must not exceed 65 pug/m®.
5. To attain this standard, the 3-year average of the fourth-highest daily maximum 8-hour average ozone
concentrations measured at each monitor within an area over each year must not exceed 0.08 ppm.
6. (a) The standard is attained when the expected number of days per calendar year with maximum hourly
average concentrations above 0.12 ppm is <1, as determined by appendix H.
(b) The 1-hour NAAQS will no longer apply to an area one year after the effective date of the designation
of that area for the 8-hour ozone NAAQS. The effective designation date for most areas is June 15, 2004.
(40 CFR 50.9; see Federal Register of April 30, 2004 (69 FR 23996).)

FIGURE 1 National Ambient Air Quality Standards.

The primary standards to protect health and the second-
ary standards to protect welfare, Figure 1, have improved with
increasing knowledge about the effects of exposures and mea-
surement technology.

EPIDEMIOLOGY

Epidemiology is the study of the occurrence and distribu-
tion of disease within a population as opposed to its study
on an individual basis. An epidemiologist who undertakes
to determine the acute and chronic effects caused by expo-
sures of a population to a particular component of local air

pollution faces complex problems that can be itemized as
follows:

e In a community study the subjects under scrutiny
are subjected to pollutants, known and unknown,
other than the ones being investigated.

* Supporting clinical studies guiding the investiga-
tion are seldom based upon human data, but must
depend upon studies using surrogate species that
were exposed to much higher doses without the
contaminants that may contribute to the effects
found in the epidemiological study.



* The true dose is not always the simple product of
the measured concentration and the duration of
exposure, because of the complexity that can exist
between exposure and response—the biologically
active dose can be quite different.

* Individuals whose exposure and symptoms are
being correlated very often spend the major part
of their time indoors or traveling, where they may
be subjected to different pollutants and different
concentrations.

» Different pollutants will disperse and interact dif-
ferently with the surroundings, introducing a loca-
tion factor caused by the relationship of exposed
individuals to the measurement site—for example,
sulfur-dioxide concentrations will not vary as much
as ozone concentrations, because the higher reactiv-
ity of ozone with structural materials and other com-
pounds will affect its concentration at the receptor.

INFORMING THE PUBLIC

The aerometric networks established by cities and states have
been gathering and analyzing data about air pollutants for
many years. During these years, attempts were made to inform
the public about the quality of its air environment, which can
change from day to day and even hour to hour, and about the
possible impact that local concentrations are having upon their
health. The relationship between raw air-pollution data and its
health-impact significance is complex; therefore, the attempt
is made to present the information in a simplified manner that
is understandable to the public. Toward this goal, the EPA
has developed an Air Quality Index for daily reporting about
what has been found in the air together with some indication
of its potential effects on health. Important considerations are
the variability in the susceptibility of the exposed population,
meaning that what may have little or no effect on one group
can be a serious concern for others, and that personal patterns
of behavior of the exposed can affect the amounts of pollut-
ants that they breathe. Individuals whose lifestyle requires
them to move throughout an area (indoors, outdoors, and in
vehicles) will receive very different exposures from those who
stay at home, depending upon the pervasiveness of the pol-
lutants. In particular, exposures to carbon monoxide will be
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much greater for those whose daily activities requires them
to be in the vicinity of motor vehicles than for those who stay
indoors or travel on railroads and subways.

The Air Quality Index designed by EPA reports the daily
levels of ozone, particulate matter, carbon monoxide, sulfur
dioxide, and nitrogen dioxide on a scale of 0 to 500. The range
corresponds to six different categories of health concern that
are also characterized by colors Table 1.

RISK REDUCTION

Air pollution affects people primarily through the respiratory
system; therefore, the logical way to start minimizing risk
is by avoidance of activities that increase one’s inhalation
of polluted air. When air-pollution levels are high, activities
that cause increases in breathing rate should be minimized
as much as possible, depending upon the importance and
necessity of the activity and the seriousness of the pollution
episode. As an example, jogging in the vicinity of vehicles
where local ventilation is poor, as in the canyon streets of
cities, should be avoided because of the high concentrations
of carbon monoxide and other pollutants usually found in
those areas. This is of special importance to people with
asthma or heart diseases such as angina.

Children who spend their time playing outdoors should
be restrained from overexerting themselves when ozone
levels are high during warm-weather episodes, as should
individuals with asthma or other respiratory diseases or
those who are hypersensitive to ozone.

EFFECTS OF EXPOSURE TO CRITERIA
POLLUTANTS

Respiratory-System Overview

An elementary understanding of studies describing the
adverse health effects caused by the inhalation of gaseous
or particulate air pollutants requires at least an elementary
familiarity with respiratory-tract anatomy and dynamics. The
respiratory tract can be considered to include three sections:

* Nasopharynx—nose and mouth down to epiglottis
and larynx

TABLE 1

Air Quality Index

Health Concerns

0-50 Good (green)
51-100 Moderate (yellow)
101-150 Unhealthy for sensitive groups (orange)

Little or no risk

Concern for unusually sensitive people

The general public is unaffected, but people with health problems such as lung and heart

disease may be affected

151-200 Unhealthy (red)
201-300 Very unhealthy (purple)
301-500 Hazardous (maroon)

Everyone is affected to some degree, especially those in sensitive groups
A health alert exists; everyone should take precautions, especially those in sensitive groups

Everyone is affected and everyone should take precautions
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¢ Tracheobronchial—bronchi down to terminal
bronchiole

* Pulmonary—respiratory bronchiole, alveoli ducts,
and alveoli

The trachea divides into left and right bronchi, which divide
many times into smaller and smaller tubes down to the respira-
tory bronchioles. These feed about 65,000 lobules, each con-
taining approximately 5,000 thin-walled air sacs called alveoli.
Thus, in an adult there are approximately 300 million alveoli
whose thin walls, totaling 70 m? in area, contain hundreds of
miles of tiny capillaries. Oxygen is added to and carbon diox-
ide is removed from the blood through the walls of these capil-
laries. The transfer of toxic chemicals into the blood also can
takes place in the alveoli.

Starting in the nose, where the air is conditioned for
proper temperature and humidity, the direction of airflow
is changed many times, thereby causing the impaction and
deposition of particles on the surfaces of the branching air-
ways. These surfaces contain hairlike ciliary cells whose
rapid, wavelike motion, over 15 times per second, carry
impacted particles on a mucus layer upward into the trachea
for subsequent ingestion.

The velocity of the airflow decreases from about
150 cm/sec at the start to almost zero in the alveoli; the
smaller the particles, the greater the ease with which they turn
corners, thus escaping impaction to penetrate to the alveoli,
where they are collected via sedimentation. The larger par-
ticles and soluble gases will be trapped in the upper airways,
where tissues and their defense mechanisms can be damaged
reversibly or irreversibly depending upon the nature, inten-
sity, and duration of the attack.

The amounts of a water-soluble gas or suspended particles
that reach the pulmonary region are strongly dependent upon
their inhalation pathway into the body. When inhaled through
the nose instead of the mouth, they experience a number of
chances of removal by impaction. In the case of sulfur dioxide
this process is greatly enhanced by its very rapid solution in
the watery fluids on the surface of nasal tissues. The greater
tendency for mouth breathing combined with the greater
intake of air that accompanies increased exertions contraindi-
cates strenuous activity wherever pollutant levels are high.

Particle removal by deposition along the upper and lower
respiratory system is strongly dependent upon particle size.
Particles with an aerodynamic diameter above 10 wm are
removed in the convoluted, moist passages of the nose and
tracheobronchial region. While almost all those below 2 pm
reach the pulmonary region, intermediate sizes tend to dis-
tribute themselves along both regions. When the particles
are insoluble, they are removed in a few days from the upper
respiratory system by mucociliary action; however, those
that penetrate down farther can remain for many months or
even years. Removal of particles also occurs by phagocytosis
through the scavenging action of macrophages.

The size distribution of particles suspended in the atmo-
sphere exhibits a log-normal behavior. The distribution by
mass tends to separate into a fine and a coarse group depend-
ing principally upon whether they are formed by condensation

of very small precursors, such as those produced in combus-
tion, or are produced from larger particles by mechanical
breakdown processes.

OZONE

Ozone is a very reactive chemical that readily attacks other
molecules, including those in the tissues of the respiratory
system. Exertions that increase the need for oxygen will
increase air intake and allow ozone molecules to penetrate
and damage the sensitive areas of the lungs. Ozone can
aggravate asthma attacks by making individuals more sensi-
tive to allergens that promote the attacks and more suscep-
tible to respiratory infections. Lung tissue can be scarred by
continued exposure to ozone over the years. Researchers at
Johns Hopkins found that an increase of 10 ppb in weekly
ozone levels in cities whose average level was 26 ppb was
associated with a 0.52% daily increase in deaths the follow-
ing week. They calculated that a 10-ppb reduction in daily
ozone levels could save nearly 4,000 lives throughout the 95
urban communities included in the study. Out of 296 metro-
politan areas, 36 have significant upward trends in the crite-
ria pollutants; however, of these, only trends involving ozone
had values over the level of air-quality standards.

The presence of ozone and other photochemical pol-
lutants depends upon atmospheric conditions, notably tem-
perature, as experience shows that this type of pollution is
associated with warm temperatures. The precursors that are
affected by elevated temperatures are volatile organic com-
pounds (VOCs) and nitric oxide. Natural sources for these
compounds are a less important factor than the emissions
produced by human activities, but the long-range transport
of the precursors while atmospheric conditions are convert-
ing them to photochemical oxidants means that that there
is a possibility of picking up precursor material from nat-
ural sources en route. Control of this type of air pollutant
is focused on controlling emissions of VOCs and nitrogen
oxides. It should be noted that ambient concentrations of
the criteria pollutant nitrogen dioxide have been found to be
generally below the levels considered to be health-damaging;
therefore, efforts to control its presence in the atmosphere is
driven by the need to control ozone. The combustion of fuels
and other materials provides sufficient energy to cause the
nitrogen and oxygen in the air to react to form nitric oxide.
The slow air oxidation of nitric oxide to nitrogen dioxide
results in a mixture described as nitrogen oxides (NO ).

The chemical reactions involved in the formation of pho-
tochemical oxidants from these precursors is complex. The
basic reactions are:

NO, + hv =NO + O
0+0,+M=0,+M

where hv represents a photon and M and M" represent material
before and after absorbing energy from the ozone-formation
reaction. In the absence of other molecules capable of



reacting with the nitric oxide, the ozone is removed by the
rapid reaction

NO + 0, =NO, + O,

Therefore, concentrations of ozone will remain quite small
unless there is a competing reaction for rapid removal of the
nitric oxide.

Many organic compounds can play the role of nitric-
oxide remover in forming photochemical oxidants such as
peroxyacetylnitrate (PAN, CH,COO,NO,). VOCs possess-
ing varying reactivities are able to remove nitric oxide and
thus make possible the buildup of ozone:

VOC + NO — NO, + organic nitrates

Although ozone is the major component, peroxynitrates, per-
acids, hydroperoxides, aldehydes, and a variety of other com-
pounds are found in photochemical smog. Among the major
sources releasing reactive organic compounds are automobile
engines and tailpipes; gasoline stations; the use of solvents,
paints, and lacquers; and a variety of industrial operations.
Thus, the control of ozone is complicated by the variety of
sources and the distances that can occur between high-ozone
areas and the sources. Suburban and rural areas downwind
of urban sources will often have higher ozone levels than
source areas because of the transport that occurs while ozone
is being formed. Both ozone and PAN cause serious injury to
vegetation, but PAN does so at much lower concentrations.

PARTICULATE MATTER

“Fine particles” are less than 2.5 pm in size and require
electron microscopy for detection; nevertheless, they are
much larger than molecules such as ozone and other gas-
eous pollutants, which are thousands of times smaller and
cannot be seen even with electron microscopy. Fine particles
are formed by the condensation of molecules into solids or
liquid droplets, whereas larger particles are mostly formed
by mechanical breakdown of material. “Coarse particles”
are between 2.5 and 10 pm in diameter and cannot pene-
trate as readily as fine particles; nevertheless, they have been
found to cause serious deterioration of health. The severity
of effects will vary with the chemical nature of the particles;
however, since their nature can be so varied and difficult to
determine, coarse and fine particles are considered in terms
of what epidemiological studies have shown.

The inhalation of particles has been linked with illnesses
and deaths from heart and lung disease as a result of both
short- and long-term exposures. People with heart disease
may experience chest pain, palpitations, shortness of breath,
and fatigue when exposed to particulate-matter pollutants.
Exposures have been linked to cardiac arrhythmias and
heart attacks. Inhalation of particulate matter can increase
susceptibility to respiratory infections such as asthma and
chronic bronchitis. The EPA has found that nearly 100
million people in the United States live in areas that have
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not met the standard for particulate matter with a diameter
less than 2.5 pm. It estimates that compliance by 2010 will
prevent 15,000 premature deaths, 75,000 cases of chronic
bronchitis, 20,000 cases of acute bronchitis, 10,000 hospital
admissions for respiratory and cardiovascular disease, and
the loss of 3.1 million days worked.

Emissions from diesel-fuel combustion in vehicles and
equipment are a special problem, especially for those individ-
uals breathing in close proximity to the exhausts. Cars, trucks,
and off-road engines emit more than half a million tons of
diesel particulate matter per year. Emissions of 2.5-pwm par-
ticles have decreased in the United States from 2.3 million
tons in 1990 to 1.8 million tons in 2003.

SULFUR DIOXIDE

The combustion of sulfur-containing fuels is the main source
of sulfur-dioxide air pollution. The oil and coal burned to
heat homes and water and to produce electrical power are
the main sources that affect the general population, but indi-
viduals who live near metal smelting and other industrial
processes can be heavily exposed. Sulfur-dioxide exposures
are usually accompanied by exposures to particulate matter,
which together exacerbate the effects.

Emissions of sulfur compounds from motor vehicles
have increased in importance as those from oil and coal
burning have been reduced. The diesel fuel used in vehicles
can contain up to 500 ppm by weight of sulfur. California,
which has the unfortunate combination of high emissions
and poor atmospheric ventilation, hopes to reduce the
allowable sulfur content of fuels to 15 ppm by 2007. It
must be noted that California is the only state that is not
preempted by the federal government in controlling pollu-
tion, because its efforts anteceded those of the federal gov-
ernment. Emissions of sulfur dioxide in the United States
decreased from 31 million tons in 1970 to 16 million tons
in 2003.

The defense mechanisms of the lung are challenged by
sulfur dioxide; however, its rapid solution in water irritates
tissues but reduces the concentrations that reach the deeper
parts of the lung. Inhalation of particulate matter together with
sulfur dioxide increases the hazard to the lungs. Asthmatic
children and active adults can experience breathing difficul-
ties in high concentrations of sulfur dioxide, and individuals
with cardiovascular disease can have their symptoms exac-
erbated. The conversion in the atmosphere of sulfur dioxide
into sulfite and sulfate acidic aerosol particles increases its
threat to health.

Sulfur dioxide harms the body’s defense system against
particulate pollution and the ingress of bacteria into the body
through the respiratory system. It also increases the harm-
ful effects of ozone when both of these gases are present.
Asthmatics, the elderly, and those already suffering from
respiratory problems are affected at lower concentrations
than the general population. Studies have shown that in the
1950s and 1960s, when ambient concentrations were some-
times higher than 1 ppm and mixed with particulate matter,
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the occurrence of lasting atmospheric inversions resulted in
thousands of excess deaths.

CARBON MONOXIDE

Carbon monoxide has afflicted the human race since the
discovery of fire. Nature contributes very significant quanti-
ties, but it does so in such a highly dispersed fashion that
human exposures from this source are insignificant. Nature
has provided sinks for this insoluble, relatively unreactive
gas; otherwise background concentrations would rise much
more rapidly as human contributions added their burden. The
oceans, which at one time were believed to be a major sink,
are now considered to be a source, because certain marine
organisms release enough carbon monoxide to supersatu-
rate the surface layer. The important removal mechanism
is believed to be the action of microorganisms that live in
soils and plants and the reaction of carbon monoxide with
hydroxyl radicals in the atmosphere.

The rapid growth in the use of internal combustion
engines has created an outdoor problem as indoor problems
were decreased by improvements in space-heating equip-
ment. The problem is concentrated in urban areas where traf-
fic congestion is combined with canyonlike streets. Emissions
of carbon monoxide in the United States decreased from 197
million tons in 1970 to 94 million tons in 2003.

With the exception of exposures resulting from the break-
down or misuse of indoor heating equipment that produces
fatalities or serious injuries, carbon-monoxide exposures
of significance occur in the vicinity of congested traffic.
People whose occupation requires them to be near such traf-
fic receive the highest exposures, as do those who jog or
bicycle in these areas. Malfunctions in the exhaust system of
vehicles also can result in high exposures to their occupants.
Exposure to carbon monoxide results in the buildup of car-
boxyhemoglobin in the blood, which will interfere with the
transport of oxygen to cells in the body.

Carbon-monoxide molecules attach themselves to the
hemoglobin molecules in the blood with much greater
tenacity than do oxygen molecules. The Haldane equation
attempts to approximate this competition.

(HCO) _, PCO

(HbO, ) PO,

(HbCO) and (HbO,) are the concentrations of carboxyhemo-
globin and oxyhemoglobin, and PCO and PO, are the partial
pressures of carbon monoxide and oxygen. Inspiration of air
containing high concentrations of carbon monoxide results
in its preferential absorption in the blood, thereby interfering
with oxygen delivery to the cells in the body. Exposure to
carbon monoxide causes a gradual increase in the percentage
of carboxyhemoglobin in the blood until an equilibrium value
dependent upon the ambient air concentration is reached. The
rate of intake is dependent upon the breathing rate; therefore,
equilibrium is reached more quickly the greater the exertion.

Up to 50 ppm, the equilibrium values of carboxyhemoglobin
corresponding to different concentrations of inspired carbon
monoxide can be estimated from the equation

%HbCO = 0.4 + PPMCO

The 0.4 constant is in the equation to account for the endog-
enous carbon monoxide, that is, the carboxyhemoglobin that
results from the body’s own production of carbon monoxide.

Graphic representations of the conversion of hemoglo-
bin to carboxyhemoglobin in the presence of different con-
centrations of ambient carbon monoxide and the effect of
various levels of activity on the rate of uptake are presented
in Figure 2 and Figure 3.

The level of HbCO in the blood (Table 2) is the impor-
tant measurement in the evaluation of carbon-monoxide pol-
lution. High levels of HbCO are associated with cigarette
smokers, firemen, garage workers, foundry workers, and
individuals who spend extended periods of time in heavy
congested traffic or in vehicles with faulty exhaust systems.
Ambient carbon-monoxide measurements at a monitoring
site can be very misleading as an index of exposure, because
study populations are usually mobile and carbon-monoxide
concentrations can vary significantly, both horizontally and
vertically, throughout an urban area.

Exposures to the high concentrations of carbon monox-
ide sometimes encountered in community atmospheres, even
those well above the national standards, are not believed to
be sufficient to initiate cardiopulmonary disease; however,
individuals whose pulmonary functions are already signifi-
cantly impaired because of anemia or damage to the heart,
vascular system, or lungs can suffer adverse health effects
from such exposures.

In order to maintain normal function, the tissues of the
body must receive oxygen at a rate that depends upon their
nature and functions. Those with a high rate of oxygen demand
are more susceptible to the oxygen-depriving action of carbon
monoxide. For example, studies of the brain and liver show
a decrease in oxygen pressure at those sites even at levels
as low as 2% carboxyhemoglobin. Cardiopulmonary-system
abnormalities, such as shunts that have developed that allow
venous blood to mix directly with arterial blood, cause the
individuals affected to be explicitly sensitive to carbon mon-
oxide. Angina-pectoris patients who experienced exposures
that raised their carboxyhemoglobin level to 2.5%—that is,
approximately to the level produced by an 8-hour exposure at
the concentration set as the air-quality standard—suffered the
onset of chest pain from exercise significantly sooner than did
other angina patients not similarly exposed. The reduction in
risk of heart attack that is observed soon after the cessation of
the cigarette-smoking habit indicates that carbon monoxide
may be an important factor in precipitating heart attacks. The
inhalation of carbon monoxide during pregnancy is a special
concern because a higher concentration of carboxyhemoglo-
bin is generated in the fetus than in the mother, and the elimi-
nation of carbon monoxide after exposure is slower in the
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FIGURE 2 Criteria for a Recommended Standard Occupational Exposure to Carbon Monoxide. NIOSH, 1972.

fetus. The effects of combining exposure to carbon monox-
ide with sudden significant changes in altitude or the intake
of drugs or alcohol upon the performance of body functions
should be considered and avoided.

NITROGEN OXIDES (NO))

“Nitrogen oxides” refers to the mixtures of nitric oxide and
nitrogen dioxide that are formed when combustion causes
the nitrogen and oxygen in the atmosphere to combine to
form nitric oxide, some of which then oxidizes further to
nitrogen dioxide; combustion gases contain about 5 to 10%
nitrogen dioxide mixed with nitric oxide. The mechanism
for the process is believed to be

0,=20
N,+0=NO+N
N+0,=NO+0
N+ OH=NO+H

The overall reaction for the formation of nitrogen dioxide is
2NO + O, = 2NO,

Nitric oxide is oxidized rapidly by ozone; therefore, ozone
levels tend to be lower in the vicinity of nitric-oxide sources,
such as the tailpipes of vehicles.

Nitrogen dioxide, the most toxic of the nitrogen oxides,
causes damage to lung tissues at concentrations higher than
usually found in ambient atmospheres. Exposures above the



100
88: Pg = 750 mmHg
701 Pcop = 100 mmHg 1000-ppm
gg: \\7:: :gc?g Q:/mm — | 500-ppm
40~ M =218 /,/ — T |
DL = 30ml/min-mmHg | ]
301" COHb, = 0.8% . 200 ppm
Vco = 0.007 ml/min // g ///"
g 2T / )% 4
3 / 4 / 100 ppm
iy suill
£ /
‘_8 190 / / e
3 8 4 }/ - VAN 50 ppm
g 7 / » /%/ A K,A/’—T
S 5 / // i g 32 pprp
25
(&] L~
a— 1
S 3 / // A ,/*/ /f L
[$)
2 / d /// ]
" VAP
/ P p=
/ 1 -
//%/
1
10 20 30 50 100 200 300 500 1000 2000 5000

exposure duration (minutes)

FIGURE 3  Criteria for Recommended Standard Occupational Exposure to Carbon Monoxide. NIOSH, 1972.

9¢

S10d44d INVLNTIOd ¥V



AIR POLLUTANT EFFECTS 37

TABLE 2
Carboxyhemoglobin levels resulting from steady-state exposure to increasing concentrations

of CO in ambient air

CO in Atmosphere (ppm) COHb in Blood (%) Signs and Symptoms

10 2 Asymptomatic

70 10 No appreciable effect, except shortness of breath on vigorous exertion; possible tightness
across the forehead; dilation of cutaneous blood vessels

120 20 Shortness of breath on moderate exertion; occasional headache with throbbing in temples

220 30 Headache; irritable; easily fatigued; judgment disturbed; possible dizziness; dimness of vision

350-520 40-50 Headache; confusion; collapse; fainting on exertion

800-1220 60-70 Unconsciousness; intermittent convulsion; respiratory failure; death if exposure is long
continued

1950 80 Rapidly fatal

Source: Ellenhorn’s Medical Toxicology, 2nd Ed, Baltimore, MD: Lippincott Williams & Wilkins.

national standard of 0.053 ppm are rare; therefore, with the
exception of activities in the vicinity of industrial sources,
nitrogen oxides have not been found to be a cause for com-
munity concern. An important consideration in the case of
significant exposures is the delay that can occur between
exposure and sensations of distress, which may delay
prompt treatment. An important effect is the increased sus-
ceptibility to pathogens that may result from the destruction
of macrophages and general injury to the lung’s defense
mechanisms.

LEAD

The major source of lead in the air environment has been
motor vehicles; therefore, levels have decreased dramati-
cally as regulations have mandated the elimination of lead
from gasoline because of its health effects and its detrimen-
tal action on the catalytic converters in vehicles. Metal pro-
cessing, such as in lead smelters, is currently responsible
for most of the lead in the air, but waste incinerators and
lead-acid-battery manufacturing also contribute.

The chief cause of concern about lead is its effect on
children. Lead damages the brain, particularly the cerebel-
lum, and the kidneys, liver, and other organs, and can lead
to osteoporosis and reproductive disorders. Its effects upon
fetuses and young children produces learning disabilities
and lowers 1Q. Lead exposures result in high blood pressure
and can lead to anemia.

The exposure of children occurs not only through the
air but also through accidental or intentional eating of paint
chips and contaminated food or water.

TOXIC AIR POLLUTANTS

The Clean Air Act of 1977 required that emission standards
be imposed upon air pollutants considered hazardous because
they have been found to increase illness or mortality. The
complexities encountered in attempts to control pollutants

by declaring them to be criteria pollutants and setting air-
quality standards resulted in the choice of emission controls
instead of air-quality standards for toxic materials. The EPA
has listed 188 pollutants whose emissions must be reduced.
Examples are benzene (gasoline), perchlorethylene (used in
dry cleaning), and methylene chloride (a solvent and paint
stripper), as well as toluene, dioxin, asbestos, cadmium, mer-
cury, and chromium.

The effects of significant exposures to toxic pollutants
may be cancer, neurological effects, damage to the immune
system, and reproductive effects. The risk of cancer associ-
ated with exposure to toxic pollutants in the air for a popula-
tion is calculated on the basis of two factors. One describes
the potency of the air contaminant, the other the magnitude
and duration of the exposure, which is commonly assumed
to be a lifetime of 70 years. The potency of a hazardous
material can be expressed as a unit risk value. The unit risk
value for an air pollutant is the increased lifetime cancer
risk occurring in a population in which all individuals are
exposed continuously from birth (70 years). The following
discussion is based on a relatively simple version of risk
assessment compared to the more sophisticated methods that
are now in use.

The unit risk values are used to compare the potency of
carcinogens with each other and to make crude estimates
of the risk to populations whose exposures are known or
assumed. The unit risk values are calculated so as to repre-
sent plausible upper bounds that are unlikely to be higher
but could be appreciably lower. The units of unit risk
values are (pg/m?®)~!. The product of the unit risk value and
the ambient concentration is the individual risk, and the
product with the population exposed is the aggregate risk.
Division of the individual or aggregate risk by 70 results
in the corresponding annual risks. The maximum aver-
age concentration of the hazardous material in the ambi-
ent atmosphere is used in order to be conservative. Thus,
if a maximum value of cadmium in the atmosphere in
the vicinity of a copper smelter is 0.3 wg/m?, and the unit
risk value of cadmium is 2.3 X 1073 (ug/m?®)~!, then the
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probability of cancer (i.e., the maximum individual risk
from the inhalation of cadmium) is

23 X107 X 03 =0.69 X 107?
and the aggregate risk is
1000/70 = 14.3

Risk assessment has become increasingly important but also
more complex as the basis for the management of exposures.
The EPA issues guidelines for assessing the risks of carcin-
ogens, mutagens, developmental toxicants, and chemical
mixtures together with guidelines for estimating exposures.
The Integrated Risk Information System (IRIS) is an elec-
tronic database maintained by EPA that contains information
on the human health effects that can result from exposure to
hazardous pollutants. The EPA provides telephone, fax, and
e-mail contacts for obtaining information about hazardous
pollutants.

DIOXIN

The term “dioxin” refers to a group of compounds that cause
similar adverse health effects. They belong to three classes
of chemicals: chlorinated dibenzo-p-dioxins (CDDs), chlo-
rinated dibenzofurans (CDFs), and polychlorinated biphe-
nyls (PCBs). Studies to date indicate that the compound
2,3,7, 8-tetrachlorodibenzo-p-dioxin (TCDD) is the more
toxic substance. CDDs and CDFs are not created on pur-
pose but result as by-products of certain activities; PCBs
were produced for use in transformers and other purposes,
but their use has now been prohibited. Combustion of cer-
tain materials, chlorine bleaching of pulp and paper, and
certain chemical manufacturing processes all may create
small amounts of dioxins.

Dioxins are characterized as likely human carcinogens,
with the compound TCDD considered a human carcinogen
on the basis of available human and animal data. The cancer
risk to the population from exposures to dioxins is estimated
to be 1 in 1000, with the likelihood that the risk may be much
lower. Adverse health effects have been associated with per-
sonnel exposed to Agent Orange in Vietnam because of its
dioxin content. Based upon available data, there is no clear
indication that the general population is suffering health dis-
eases from exposure to dioxins.

INDOOR AIR

Indoor air quality became important to those responsible for
protection against adverse health effects caused by the inhala-
tion of pollutants when it was realized that most individuals
spend 90% of their time indoors and that indoor air quality is
deteriorated by a large variety of sources. Four organizations—
the American Lung Association, EPA, Consumer Product

Safety Commission, and American Medical Association—
prepared a document titled Indoor Air Pollution in 1989 that
presents a summary of information for health professionals
about the causes and effects of indoor air pollution. Figure 4
from this document provides an overview of the effects of air
pollutants and their causes.

From a practical standpoint, the most important factor in
the control of indoor air pollution is the quality of the ven-
tilation of occupied space. The reduction of energy costs by
cutting down on forced ventilation can lead to “sick build-
ing syndrome,” the term applied to outbreaks of complaints
as a result of poorly ventilated indoor spaces. The National
Institute for Occupational Safety and Health has investigated
many cases of indoor air-quality health hazards and has pub-
lished guidelines for such investigations.

In certain cases, air-quality standards are met outdoors
but not indoors. For example, an investigator who measured
indoor versus outdoor levels of suspended particulate matter
found that he spent 84% of his time indoors, and that 82.3%
of his exposure was attributable to indoor air. The aver-
age indoor levels of nitrogen dioxide of 95 homes in rural
Wisconsin was higher than the outdoor level, sometimes
exceeding the ambient air-quality standard.

SECONDHAND SMOKE

The mixture of combustion products from the burning end
of tobacco products and the smoke exhaled by smokers is
referred to as “environmental tobacco smoke” or “‘second-
hand smoke.” It contains more than 4,000 chemicals, more
than 50 of which are cancer-causing agents. It is associated
with an increase in lung cancer and coronary heart disease and
is particularly dangerous to the not yet fully developed lungs
of young children, increasing their risk for sudden infant death
syndrome, asthma, bronchitis, and pneumonia. An estimated
3,000 lung-cancer deaths and 35,000 coronary-heart-disease
deaths occur annually among adult nonsmokers in the United
States as a result of exposure to secondhand smoke. In chil-
dren it is estimated that 8,000 to 26,000 new asthma cases and
15,000 to 300,000 new cases of bronchitis and pneumonia for
those less than 18 months are the result of inhaling second-
hand smoke.

INDOOR RADON LEVELS

Next to cigarette smoking, the inhalation of radon gas and the
products of its radioactive disintegration are considered the
most significant cause of lung cancer. The EPA has estimated
that 20,000 of the lung-cancer deaths expected annually can
be ascribed to radon, and the surgeon general has attributed
85% of lung-cancer deaths to smoking.

Radon-222, an odorless, colorless radioactive gas, is one
of the products in the chain of decay of elements starting
with uranium-238 in the soil, which after radon goes on to
produce polonium isotopes 218 and 214. Their alpha-particle
emissions dissipate their energy while destroying lung tissue,
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which leads to lung cancer. The radioactivity attributable to
radon in the air is measured in picocuries per liter, which
correspond to two atoms decaying per liter per minute. The
concentration of the decay products is measured in “working
level units,” where 1 working level unit of decay products is
released from approximately 200 pCi/l of radon.

The only certain method of determining the presence of
radon is by testing, which should be performed whenever a
dwelling is brought or sold. The EPA has prepared the “Home
Buyer’s and Seller’s Guide to Radon,” which provides informa-
tion about what can be done to protect against this problem.

BIOLOGICAL CONTAMINANTS

The New York Academy of Medicine issued a resolution in
1983 (Health Aspects of Indoor Air, New York Academy of
Medicine [1981] 57, No.10) expressing its concern about the
damage to health caused by the inhalation of biologic agents
that points out that “by far the most important substances in
indoor air that affect human health are infectious agents, pri-
marily viruses and bacteria in the form of aerosols or as part
of droplets or particles. These cause more than 60,000 deaths
and 250 million disabling illnesses in the United States each
year.” In addition to viruses and bacteria, the indoor air can be
contaminated with pollens, fungal sores, algae, amoebas, acti-
nomycetales, arthropod fragments, and droppings and dander
from humans and animals. The airborne transfer of disease can
involve pathogenic, toxicogenic, or allergenic agents via short-
range direct person-to-person transfer or long-range dispersion
throughout rooms sharing a common ventilation system. An
important preventive strategy is to isolate other rooms from
contamination by the air from rooms containing sources of
microbial pollution.

Secondary sources of biological contamination can be
established indoors by viable organisms that find friendly
environments and sources of nourishment in soils, plants,
and stagnant water. Pathogens, toxins, and allergens can be
brought indoors through air intakes and shoes, clothing, or
tools. The human body—mainly from the nose and mouth
but also from other parts of the body—is a primary source of
biological air contaminants and of nourishment for the growth
of microorganisms. For example, it has been reported that the
body sheds skin scales at a rate, dependent upon activity level,
that averages 7 million scales per minute with an average of
four bacteria per scale. Dust mites, dermatophagoides, feed
on these scales and in turn produce fecal pellets in the respi-
rable size range that can strongly affect sensitive individuals.

Almost all surfaces containing organic material such as
cloth fabrics, paper, wood, leather, adhesive ceiling tiles,
paint, soaps, and greases under proper conditions can sustain
the growth of fungi, bacteria, acarids, and other microbes.
Locations indoors where water can stagnate or cause con-
tinuous dampness of surfaces—for example, chilled-water
air-conditioning systems, refrigerator drip pans, bathrooms,
flooded basements, hot tubs, and saunas—are possible
sources of biological pollutants.

Aerosol formation originating from water reservoirs is
an important mechanism for airborne transmission of dis-
ease. The “jet-drop” phenomenon that occurs in washbasins,
bathtubs, toilet bowls, and urinals can generate aerosolized
microorganisms, as can the high-speed water-cooled drills
used by dentists. Humidifiers that generate steam by other
than thermal means can be dangerous sources of microor-
ganisms that have grown inside the reservoirs; therefore, they
should be sterilized before use and will always form droplets
containing the minerals in the water being used. Filters in
ventilating systems, if not properly cleaned and maintained,
can also become significant sources of infectious diseases.

Some organisms are not able to survive for long periods
outside a host and thus require rapid person-to-person transfer
to cause serious problems, but others can remain viable for
long periods and thus carry the diseases that are recognized as
transmittable through air. The following are some of the major
diseases that are classified as human airborne infections.

Tuberculosis Diphtheria

Rheumatic fever Meningococcus menin-
Scarlet fever gitis

German measles Psittacosis

Smallpox Measles

Chicken pox Whooping cough
Hemolytic streptococci Poliomyelitis
Pneumococcus pneumonia  Systemic mycosis
Mycoplasma pneumonia ~ Mumps

Influenza The common cold

Certain lesser-known diseases have been brought into
focus by investigators of illnesses attributed to indoor air
pollution. Some of these have been associated with con-
taminated water reservoirs in humidifiers, chilled-water
air-conditioning systems, and other adjuncts to indoor ven-
tilation and climatization.

The most notable infection is Legionnaires’ disease,
which has caused a number of epidemics, including the one
at the Legionnaires Convention in Philadelphia in 1977,
which resulted in 182 cases, 25 of which were fatal. The
infection is caused by a not-uncommon soil bacterium,
Legionella pneumophilia, which survives very well in water
and can thus contaminate cooling towers, air conditioners,
and other potential sources of aerosols. Drinking water in a
hospital has also been implicated in the transmission of this
infection. Since its discovery, studies have claimed that 10
to 15% of pneumonia cases in hospitals are attributable to
legionella.

A milder, self-limiting disease with flulike symptoms
called Pontiac fever is also attributed to legionella.

Tuberculosis is caused by a virulent microorganism,
mycobacterium tuberculosis, which can survive for long
periods is encapsulated form and has been shown to be read-
ily transmitted through ventilation systems. The gradual dis-
appearance of this disease has been reversed in areas where
AIDS is prevalent, therefore, its importance as a public-
health problem is increasing.



Hypersensitivity pneumonitis and humidifier fever also
are associated with aerosols from contaminated water. The
former, which is the more serious, is an interstitial lung dis-
ease that in its acute form causes fever, chills, cough, and
dyspnea 4 to 6 hours after exposure. The more commonly
blamed agents are the thermoactinomycetes or the thermo-
phylic micropolyspora. Humidifier fever is self-limited, with
symptoms resembling the flu.

FUNGAL DISEASES

Fungi can cause disease and can also generate highly potent
toxins. Treating the diseases is a special problem because
available drugs are few in number because of the difficulty
of finding ones that will preferentially attack fungal cells in
the presence of mammalian cells.

Histoplasma capsulatum and other molds and yeast organ-
isms such as blastomyces, cryptococcus, and coccidiodes are
pathogenic to humans. The latter is responsible for valley
fever, which is causing concern in hot, dry areas such as the
Southwest, where it thrives. Cryptococcus, often found in soil
contaminated by pigeon droppings, is a killer of AIDS patients,
attacking the central nervous system and causing meningitis.
Aspergillus fumigatus is a common fungus that invades the
lung. When the spores are stirred up and inhaled they can grow
fungus balls in the lung. One condition is called “farmer’s
lung,” but in hospitals where transplant or AIDS patients have
suppressed immune systems, the fungus can produce severe
infections that must be treated rapidly. Detection of the fungus
is difficult because instead of using the bloodstream it attacks
by traveling from tissue to tissue. Aspergillus flavus produces
aflatoxin, one of the most potent carcinogens known.

As in the case of tuberculosis, immuno-compromised
individuals are readily susceptible to the acquisition of dis-
ease via inhalation. Nosocomial aspergillosis from sources
such as contaminated air conditioners should be a special
concern in hospitals.

ASBESTOS

“Asbestos” is the generic term for silicate materials that occur
in fibrous form. A fibrous form that is classified as a serpentine
is called “chrysotile” and is the type of asbestos most common
in the United States. The length and flexibility of its fibers
allow it to be spun and woven. Other types of asbestos are
amphiboles that include amosite, crocidolite, tremolite, anto-
phyllite, and actionide. Their fibers do not lend themselves to
weaving, but in general they have higher heat resistance than
chrysotile. Asbestos is used in many products, but most of it
is used in construction—in floor tiles, cements, roofing felts,
and shingles—and was used in very large quantities to protect
steel structures from weakening during fires.

Measurements made of asbestos concentrations in the
ambient air of New York City led to its banning in 1971 in spra-
yed material, a ban rapidly adopted nationally and worldwide.
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Nevertheless, many tons of asbestos will have to be handled
with great care when the many buildings that used it to pro-
tect their steel structure from fire are finally demolished.

A study by Selikoff et al. of mortality among 17,800
asbestos workers from 1967 to 1976 found 675 excess deaths
from cancer out of a total of 995. The ratio of observed to
expected deaths in such a population was 3.11 for all cancers,
4.60 for lung cancers, and greater than 1 for several other

TABLE 3
Relative sensitivity of plants to SO,

Crops

Sensitive Tolerant
Alfalfa Sweet potatoes Celery
Buckwheat Lettuce Corn
Barley Beans Onion
Cotton Broccoli Potato
Red clover Squash Cabbage
Oats Wheat —
Peas Carrot —
Spinach Tomato —

Flowers

Sensitive Tolerant
Sweet pea Sweet William —
Four-o’clock Gladiola —
Cosmos Tulip —
Bachelor button Violet —
Aster Zinnia —

Trees

Sensitive Tolerant
Trembling aspen Alder Cedar
Jack pine Red pine Citrus
White pine Austrian pine Maple
White birch Hazel Linden
Larch Apple —
Large-toothed aspen Douglas fir —
Willow Ponderosa pine —

Garden plants

Sensitive Tolerant
Peas Cucumber Muskmelon
Rhubarb Lettuce Corn
Spinach Radish Onion
Swiss chard Squash Potato
Beans Tomato Cabbage
Beets Cultivated mustard Broccoli
Turnips Kohlrabi —
Carrot —
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types of cancer. They found 175 deaths from mesothelioma,
a cancer rarely found in the general population, and 168 from
asbestosis, a form of pneumoconiosis characterized by fibro-
sis of the lung that often continues after exposure ceases.

Cigarette smoking was found to have a strong multiplica-
tive effect when combined with exposure to asbestos. Based
upon a mortality rate of 1 for a nonsmoking, nonexposed
comparison group, the mortality ratio for nonsmoking asbes-
tos workers, nonexposed cigarette smokers, and workers
exposed to asbestos who also smoked were 5, 11, and 53.

The methods of asbestos analysis differed in that occu-
pational exposures were originally measured by counting
the number of fibers longer than 5 wm in a given volume
of air using optical microscopy. In the ambient air the sub-
microscopic fibers, called “fibrils,” which are the ones that
can penetrate deeply into the respiratory system, had to be
measured; therefore, the Environmental Science Laboratory,
led by Irving Selikoff, at Mount Sinai School of Medicine
developed an electron-microscopy method that measured the
mass of fibrils per cubic meter of air.

Asbestos air concentrations are now reported in terms of
nanograms per cubic meter—asbestos background concen-
trations are usually in the range of 0 to 10 ng/m?.

Asbestos in schools has been a major concern because
of the prevalence of its use and the nature of the popula-
tion involved. A study of chrysotile asbestos in schools
known to contain damaged asbestos insulation measured

9 to 1950 ng/m?. Measurements in schools selected at
random found a mean of 179 ng/m?, compared to average
outdoor concentrations of 6. The excess risk of death from
lung cancer caused by asbestos exposure is proportional to
the intensity of the exposure and its duration. One estimate
of the cancer-incidence rate from asbestos reported by the
EPA was that continuous exposure to 0.01 fibrils per ml
(about 300 ng/m?) will cause 28 mesotheliomas per mil-
lion females and 19 per million males, and 5 excess lung
cancers per million females and 17 per million males.

PLANT EFFECTS

The effects upon the plant surfaces of the contact of vegeta-
tion by suspended particulate matter via dry or wet deposi-
tion are not well documented. Direct entry of sulfur-dioxide
gas molecules through the plant stomata, on the other hand,
produces effects that are better understood and appear
to depend, to a great extent, upon the rate of conversion
to sulfate, a natural plant nutrient. As might be expected,
the response of a plant to a particular exposure incident is
dependent upon the concentration and duration of exposure
and, because of the opening and closing patterns of stomata,
also on the time in its daily cycle that exposures occur. Data
on the injury threshold of 31 species of forest and agricul-
tural plants were plotted to show their relative sensitivity to
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sulfur dioxide (Figure 5). The relative sensitivity of specific
plants to SO, is indicated in Table 3.
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AIR POLLUTION INSTRUMENTATION

Advances in pollutant monitoring techniques and instrumen-
tation have progressed significantly in the past several years
to the point where noteworthy confidence in instrumentation-
generated data has been established. Most systems, whether
manual or automatic, have been designed to determine the
quality of pollutants present per unit volume of air. These
determinations can be made either in a duct/stack or in the
outside atmosphere for the purpose of either ensuring adher-
ence to published air quality regulations or for defining air
pollution control device design criteria.

Air pollution instrumentation is utilized in the two major
air quality areas of source and ambient monitoring with
a further breakdown in the source monitoring category to
the manual, and continuous type of instrumentation. Each
of the three categories presents various types of monitoring
problems which must be overcome, and each program is per-
formed for a different reason.

MANUAL MONITORING—SOURCE
INSTRUMENTATION

Instrumentation is utilized in this type of monitoring to
provide a means to determine compliance with existing
regulations and for developing design criteria for control
of air pollution. The systems must be durable and allow for a
certain amount of flexibility due to the many different situa-
tions which are encountered during the evaluations of station-
ary sources. This is emphasized by the fact that there are more
than 25 different Environmental Protection Agency (EPA)
sampling methods which, all except Method 9, require
some type of instrumentation to complete the evaluation.
(See Stack Sampling.) The most familiar procedure, “Method
5, has been the basis for the development of most of the
other procedures. Method 5, shown in Figure 1, utilizes the
basic equipment and sampling procedures (i.e., imping-
ers, dry gas meter, pump, etc.) which with minor modifi-
cations or additions can be utilized to perform other EPA
methods. As an example, Method 17 shown in Figure 2,
utilizes the same components from the EPA 5 “sampling
train” with a change in the filter location, and Method 8 for
sulfuric acid mists presents even other changes. The EPA
methodology and equipment were developed specifically to
improve the accuracy of the source testing programs, and
supplement the “ASME Train” (the “ASME” or American
Society of Mechanical Engineers Train was developed
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to allow the determination of stack gas concentrations
primarily in the electric utility area). The major reason for
the testing methodology change (ASME to EPA) was to
improve the capture efficiency of smaller (submicron) par-
ticles, and allow for gaseous concentration determinations.
Due to thimble porosity the alundum thimble utilized in
the “ASME Train” did not allow for the determination of
representative data when sampling after a control device
for either the determination of regulatory compliance or
control efficiency. In addition, the use of an entirely glass-
lined sampling system (“EPA Five Train”’) minimized the
introduction of outside contamination to the samples being
collected.

Such theories as isokinetic sampling for particulates =1.0
micron and proportional testing for gaseous determinations
remain unchallenged. Only the equipment for manual monitor-
ing has changed and will continue to change as improvements
are made.

Manual source testing (stack sampling) equipment is
available through several manufacturers, some of which
are presented in the “Product Line Profiles” developed by
Pollution Equipment News.

CONTINUOUS MONITORING—SOURCE
INSTRUMENTATION

There are two basic types of source emission monitoring
instrumentation—opacity monitors and gaseous emission
monitors. Opacity monitors, which measure the transmit-
tance of light through the gas stream, are called transmis-
someters, and are of two basic types; single-pass systems
and double pass systems. Gaseous emission monitors on the
other hand, are utilized to measure the concentration of spe-
cific gaseous components of the exhaust gas, such as O,, CO,
SO,,NO,, NO,, etc. These instruments are divided into three
basic types: extractive systems, in-situ systems, and remote
systems. The in-situ systems can be further sub-divided into
either in-stack or cross-stack monitors.

Opacity Monitors

Opacity monitors, also known as transmissometers, serve
the purpose of providing information relative to combustion
conditions, or control device efficiency. Transmissometers,
although required by the EPA for various stationary sources
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48 AIR POLLUTION INSTRUMENTATION

for the above-described purpose, are not considered to be
enforcement tools. This requirement is fulfilled by the EPA
certified Visual Emissions Observer as is specified in EPA
Reference Method 9.

There are two basic types of transmissometers, single-
pass and double-pass systems. The single-pass system
incorporates a light source on one side of the stack and a
detector on the opposite side. Although this is the more
economical of the two systems, it does not meet the EPA
requirements for system zero and calibration checks with-
out complete process shutdown every 24-hours. It is better
applied in a situation where direct compliance with the EPA
criteria is not a factor, such as process control or baghouse
filter bag breakage detection.

The double-pass system houses both the light source
and detector with attendant calibration and zero-check
instrumentation on the same side of the stack with only a
reflecting mirror on the opposite side. Therefore, most of
the double-pass systems satisfy the EPA design criteria.
Refer to Table 1 for a list of vendors of either single-pass or
double-pass transmissometers. The fraction of light lost in
crossing the stack is used to calculate opacity and its value
is related to the amount of dust or smoke passing through
the light path. The cost per unit including control options
is about $20,000-40,000 (1996$). The lower figure is for
a quantity of more than 30 units; the higher figure is for a
single installation.

An acid dew point meter is a related instrument pro-
duced by Land Combustion (see address above). It is useful
in estimating SO,/H,SO, concentration.

Gaseous Emissions Monitoring

Stationary sources that are required by the EPA to install
a continuous gaseous emissions monitor must match their
specific process, and source emissions to the capabilities
of the continuous monitor types available. Most instrumen-
tation will fall into two categories, extractive systems and
in-situ systems. A third category, remote monitors, utilizes
concepts such as lasers and advanced spectroscopic methods
to monitor gaseous emissions at distances from 500 to 100
meters away from the source.

EXTRACTIVE MONITORS

The basic principle behind an extractive monitor is the with-
drawal of a gas sample from the main exhaust stream into
the analyzer. This withdrawal must be conducted such that a
representative sample is selected, and then appropriate inter-
ferents (particulates, water vapor, etc.) must be removed
dependent upon analytical methodology. Extractive moni-
tor types can be subdivided into three general categories:
absorption spectrometers, luminescence analyzers, and elec-
troanalytical monitors. Specialized extractive methods that
do not fit into these three categories include paramagnetism
and thermal conductivity.

Absorption Spectrometers

Spectroscopic analyzers utilized as continuous emissions
monitors include two basic types: non-dispersive infrared
analyzers (NDIR), and non-dispersive ultraviolet analyzers
(NDUV).

NDIR detectors can monitor SO,, NOx, CO, CO, and
hydrocarbons. As the gas travels through the instrument and
is exposed to the infrared light source, light energy absorp-
tion occurs which is subsequently detected in comparison
with a reference gas. Different gases are characterized by
differing absorption characteristics, and are thereby identi-
fied and quantified.

NDUV detectors are used primarily to monitor SO, and
NO,. These instruments use light in the ultraviolet and vis-
ible portions of the spectrum. They are similar to NDIR
monitors except that they do not use a reference gas for com-
parison. Instead, they use a reference wavelength with mini-
mal absorption capabilities. NDUV analysis, also known as
differential absorption, is also utilized in in-sifu and remote
sensing systems.

Luminescence Analyzers

Luminescence analyzers measure the emission of light
from an excited molecule. Dependent on the mode of mol-
ecule excitement, molecules can exhibit photoluminescence
(fluorescence), chemiluminescence or flame luminescence.
Fluorescence occurs when a molecule is excited by light
energy of a given wavelength, and light energy of a second
wavelength is emitted. Fluorescence analyzers are utilized
for SO, analysis.

Chemiluminescence analyzers are used for NO_and NO,
determinations, and operate on the principle of the emission
of light energy resulting from a chemical reaction. In the
case of chemiluminescence analyzers, the reaction involves
ozone (O,) and nitric oxide (NO).

Flame photometric analyzers use the principle of lumi-
nescence through molecule/flame interaction. These analyzers
detect sulfur compounds, and are specific to sulfur alone.

Electroanalytical Monitors

Four distinct types of electroanalytical monitors are used in
continuous source monitoring. These instruments rely on
the methods of polarography, electrocatalysis, amperometric
analysis, and conductivity.

Polarographic analyzers, also known as voltametric ana-
lyzers or electrochemical transducers, are capable of detect-
ing SO,, NO,, CO, O,, H,S and other gases dependent on
instrument setup. The analytical basis is a self-contained
electrochemical cell in which a chemical reaction takes place
involving the pollutant molecule. As a result of the chemical
reaction, a current change through a specific electrode indi-
cates pollutant concentration.

Electrocatalytic analyzers are utilized for O, determina-
tions. These analyzers use a solid catalytic electrolyte and
are available in both extractive and in-situ models.
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TABLE 1
Continuous monitor equipment

Vendors of single-pass transmissometers

Bailey Meter
29801 Euclid Avenue
Wickliffe, (H44092)

Cleveland Controls, Inc.

1111 Brookpark Road
Cleveland, OH 44109

De-Tec-Tronic Corp.
2512 N. Halsted Street
Chicago, IL 60614

Electronics Corp. of America
1 Memorial Drive
Cambridge, MA 02142

HABCO
85 Nutmeg Lane
Glastonbury, CN 06033

Leeds & Northrup
Sumneytown Pike
North Wales, PA 19454

Photomation, Inc.

270 Polatis Avenue
Mountain View, CA 94042

Preferred Utilities Mfg.
11 South Street
Danbury, CT 06810

Reliance Instr. Mfg.
164 Garibaldi Avenue
Lodi, NJ 07644

Robert H. Wager
Passiac Avenue
Chatham, NJ 07928

Vendors of double-pass transmissometers

Environmental Data Corp.
608 Fig Avenue
Monrovia, CA 91016

Lear Siegler, Inc.
74 Inverness Drive East
Englewood, CO 80110

Land Combustion International
2525-B Pearl Buck Road
Bristol, PA 19007

Research Appliance Co. Same instrument Contraves Goerz Corp.

Chemed Corp.
Route 8
Gibsonia, PA 15044

301 Alpha Drive
Pittsburgh, PA 15238

Dynatron, Inc. Same instrument Western Precipitation Div.

57 State Street
North Haven, CT 06473

Datatest, Inc.
1117 Cedar Avenue
Croydon, PA 19020

Joy Manufacturing Co.
PO Box 2744 Terminal Annex
Los Angeles, CA 90051

Amperometric analyzers, also called coulometric
analyzers, measure the current in an electrochemical
reaction. They are susceptible to various interferents;
however, they are useful for SO,, H,S, and mercaptan
analyses.

Conductimetric analyzers for SO, determinations mea-
sure the change in the electrical conductivity in water after
a soluble substance is dissolved in it. This is a non-specific
method, therefore interfering gases must be removed prior to
introduction to the monitor.
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TABLE 2

Lists of extractive instrument manufacturers

Fluorescence source analyzers

Thermo Electron Corporation
Environmental Instruments Div.
108 South Street

Hopkinton, MA 01748

Chemiluminescence analyzers

Beckman Instruments, Inc.
Process Instruments Division
2500 Harbor Boulevard
Fullerton, CA 92634

Bendix Corporation

Process Instruments Division
PO Drawer 831

Lewisburg, WV 24901

McMillan Electronics Corporation
7327 Ashcroft
Houston, TX 77036

Meloy Laboratories, Inc.
6715 Electronic Drive
Springfield, VA 22151

Monitor Labs
4202 Sorrento Valley Boulevard
San Diego, CA 92121

Scott Environmental Systems Division
Environmental Tectonics Corp.
County Line Industrial Park
Southampton, PA 18966

Source Gas Analyzers, Inc.
7251 Garden Grove Boulevard
Garden Grove, CA 92641

Thermo Electron Corporation
Environmental Instruments Div.
108 South Street

Hopkinton, MA 01748

Flame photometric analyzers

Tracor, Inc., Meloy Laboratories, Inc.

Analytical Inst.

1101 State Road
6500 Tracor Lane
Princeton, NJ 08540

Process Analyzers, Inc.
6715 Electronic Drive
Springfield, VA 22151

Polarographic analyzers

Dynasciences (Whitaker Corp.)
Township Line Road
Blue Bell, PA 19422

IBC/Berkeley Instruments
2700 DuPont Drive
Irvine, CA 92715

Western Precipitation Division
Joy Manufacturing Company
PO Box 2744 Terminal Annex
Los Angeles, CA 90051

(Portable models—not designed for
continuous stack application)

Interscan Corp.
20620 Superior Street
Chatsworth, CA 91311

Theta Sensors, Inc.
Box 637
Altadena, CA 91001

(will provide systems)

Teledyne Analytical Instruments
333 West Mission Drive
San Gabriel, CA 91776

(O, only—micro-fuel cell)
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TABLE 2 (continued)
Lists of extractive instrument manufacturers

Beckman Instruments, Inc.
Process Instruments Division
2500 Harbor Boulevard
Fullerton, CA 92634

(O, only)

Gas Tech, Inc.

Johnson Instrument Division
331 Fairchild Drive
Mountain View, CA 94043
(O, only)

Lynn Products Company
400 Boston Street

Lynn, MA 01905

(O, only)

Electrocatalytic oxygen analyzers

Westinghouse Electric Corporation
Computer and Instrument Division
Orrville, OH 44667

(in situ)

Lear Siegler, Inc.
Environmental Technology Divisions
Englewood, CO 80110

(in situ)

Dynatron, Inc.
Barnes Industrial Park
Wallingford, CT 06492

Teledyne Analytical Instruments
333 West Mission Drive
San Gabriel, CA 91776

Astro Resources Corp.
Instrument Division
PO Box 58159
Houston, TX 77573

Mine Safety Appliances
Instrument Division

201 Penn Center Boulevard
Pittsburgh, PA 15235

(extractive)

Thermox Instruments, Inc.
6592 Hamilton Avenue
Pittsburgh, PA 15206

Cleveland Controls, Inc.
1111 Brookpark Road
Cleveland, OH 44109

Corning Glass Works
Ceramic Products Division
Corning, NY 14803

(designed for glass furnaces)

Hays-Republic

Milton Roy Company
4333 South Ohio Street
Michigan City, IN 46360

Amperometric analyzers

Barton ITT

Process Instruments and Controls
580 Monterey Pass Road
Monterey Park, CA 91754

International Ecology Systems
4432 North Ecology Systems
Chicago, IL 60625

(combined colorimetric method)

NDIR monitors

Positive filtering instruments

Beckman Instruments, Inc.

Negative filtering instruments

Bendix Corporation

(continued)
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TABLE 2 (continued)
Lists of extractive instrument manufacturers

2500 Harbor Boulevard
Fullerton, CA 92634

Calibrated Instruments, Inc.
731 Saw Mill River Road
Ardsley, NY 10502

CEA Instruments (Peerless)
555 Madison Avenue
New York, NY 10022

Horiba Instruments, Inc.
1021 Duryea Avenue
Santa Ana, CA 92714

Infrared Industries
PO Box 989
Santa Barbara, CA 93102

Process Instrument Division
PO Drawer 831
Lewisburg, WV 24901

Esterline Angus
19 Rozel Road
Princeton, NJ 08540

Leeds & Northrop
Sumneytown Pike
North Wales, PA 19454

MSA Instrument Division
Mine Safety Appliances
201 Penn Center Boulevard
Pittsburgh, PA 15208

Teledyne-Analytical Instruments
333 West Mission Drive

PO Box 70

San Gabriel, CA 91176

Extractive differential absorption analyzers

Teledyne-Analytical Instruments
333 West Mission Drive

PO Box 70

San Gabriel, CA 91776

CEA Instruments
555 Madison Avenue
New York, NY 10022

Western Research and Development Ltd
Marketing Department

No. 3. 1313 44th Avenue NE

Calgary, Alberta T2E GLS

DuPont Company

Instrument Products
Scientific & Process Division
Wilmington, DE 19898

Esterline Angus
19 Rozel Road
Princeton, NJ 08540

Extractive Analyzers—Other Methods

There are a few special methods that do not fit into the
three general classifications of absorption spectrometers,
luminescence analyzers or electroanalytical methods.
Paramagnetism is used in some O, analyzers, and thermal
conductivity is used in some SO, continuous monitors.

Paramagnetic analyzers rely on the fact that O, mole-
cules are attracted by a magnetic field, and this attraction can
be quantified. However, it should be noted that NO and NO,
are also paramagnetic, and in high enough concentrations
can interfere in the analysis.

Thermal conductivity analyzers utilize a heated wire
which undergoes resistance changes as gases flow over it.
CO,, SO, and other gases may be continuously monitored by
thermal conductivity.

Please refer to Table 2 for list of some extractive instru-
ment manufacturers.

IN-SITU ANALYZERS

Unlike an extractive monitor, an in-sifu monitoring system
will directly measure gas concentrations in the stack without
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TABLE 3
Manufacturers of in-situ monitors

Cross-stack

Environmental Data Corporation
608 Fig Avenue

Monrovia, CA 91016

In-stack

Lear Siegler, Inc.

Environmental Technology Division
74 Inverness Drive East
Englewood, CO 80110

Oxygen monitors only
Westinghouse Electric Corporation
Computer and Instrument Division
Orville, OH 44667

Dynatron, Inc.
Barnes Industrial Park
Wallingford, CT 06492

Cleveland Controls, Inc.
1111 Brookpart Road
Cleveland, OH 44109

Contraves Goerz Corporation
610 Epsilon Drive
Pittsburgh, PA 15238

Corning Glass Works
Ceramic Products Division
Corning, NY 14803

Hays-Republic

Milton Roy Company
4333 South Ohio Street
Michigan City, IN 46360

modifying the flue gas composition. This can even be
accomplished in the presence of particulate matter. Three
techniques, differential absorption, gas filter correlation
and second derivative spectroscopy, eliminate the problems
associated with a reduction in light transmission due to the
presence of particulates.

Two types of in-sifu monitors exist: cross-stack and in
stack. Cross-stack monitors, which can either be single-pass
or double-pass systems (like transmissometers), measure the
gas concentration across the entire, or a majority, of the stack
diameter. In-stack systems (or short-path monitors) have a
shorter path length of 5 centimeters to a meter.

In-Situ Cross-Stack Analyzers

Cross-stack analyzers use either the principle of differential
absorption spectroscopy or gas-filter correlation spectros-
copy. Differential absorption analyzers utilize a technique
similar to that used by NDUV extractive analyzers; how-
ever, they operate in-situ and eliminate the particulate matter
interference. CO,, SO,, and NO can be monitored in this
manner.

Gas-filter correlation spectroscopy, used for CO, CO,,
SO,, and NO analysis, is an NDIR in-situ method which,
like the differential absorption technique, eliminates par-
ticulate interference.

In-Situ In-Stack Analyzers

In-stack analyzers utilize second-derivative spectroscopy to
measure NH,, SO,, and NO concentrations. They are also
known as in-stack point, or short-path monitors. Ultraviolet
light is transmitted through the probe and the sensing area,
to a reflector and back.

Please refer to Table 3 for a list of some of the manufac-
turers of the various in-situ instruments available.

AMBIENT INSTRUMENTATION

Ambient monitoring requires the use of instrumentation
ranging in sophistication from the standard high volume par-
ticulate sampler to electronic systems incorporating several
different gaseous detectors and data loggers all maintained in
a temperature and humidity controlled remote sampling sta-
tion. The reasons for performance of an ambient monitoring
program are presented below:

1. Collection of background air quality data for
preparation of air permits.

2. Verification of the reduction of specific air quality
impacts resulting from emission control programs.

3. Verification of groundlevel downwind concentra-
tions as determined by computer modeling.

4. To validate and refine models.
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In each of the above cases, instrumentation is selected based
on the requirements and the length of the program. Monitors
are available for all parameters for which the National Ambient
Air Quality Standards (NAAQS) have been set.

Suspended Particulates

Sulfur Dioxide

Oxides of Nitrogen (as NO,)

Total Hydrocarbons (Non Methane)
Photochemical Oxidants

Carbon Monoxide

A e

In each case, an EPA reference test method has been estab-
lished and to monitor for any of the above, an instrument
employing that approved reference method must be utilized.
If a parameter is chosen and no reference method is avail-
able, then direct contact with the EPA or the governing regu-
latory body is highly recommended before proceeding with
the monitoring program.

The identification of continuous Reference or Equivalent
Methods for NAAQS parameters can be obtained by writ-
ing the Environmental Monitoring and Support Laboratory,
Department E, US Environmental Protection Agency,
Research Triangle Park, NC 27711.

In addition to the NAAQS parameters, selected meteoro-
logical data will also be required for the analysis and unless
the proposed test site is near a National Climatic Recording
Station, a meteorological recording station must also be
established to collect at a minimum, wind speed and direc-
tion, humidity, and temperature. This can be accomplished
through the use of a highly portable compact system or very
sophisticated meteorological monitoring system employing
such items as a 30 meter tower with monitors at different
heights, daily weather balloon releases, etc.

Please refer to the “Product Line Profiles” included in
this chapter for a brief description of the equipment provided
by some of the equipment manufacturers.

PRODUCTION LINE PROFILES

Anderson Samplers, Inc. EPA Method 5 and ASME In-Stack
Filter Method) stack sampler equipment is available. Full
compliance, double pass opacity monitors are also avail-
able. A complete line of cascade impactors may be used
for in-stack and ambient particle-sizing applications. Alarm
systems are produced which detect faulty control equip-
ment performance or broken bags in a baghouse. Anderson
Samplers Inc., 4215-C Wendell Drive, Atlanta, GA 30336,
404-691-1910 or 800-241-6898.

BGI Inc. Samplers have been developed for airborne
particulates, liquid droplet clouds, volatile gases and toxic
materials. Cascade impactors are featured with four stages,
2 X 5 in. binderless glass fiber filters, wind vanes, suction
pumps and still air adaptors. High volume air samplers are
continuous or intermittent. Cascade centripeters accommo-
date flowrates of 30 1/min. Detector tubes have protective

holders and continuous pumps. BGI Inc., 58 Guinan Street,
Waltham, MA 02154, 617-891-8380.

Baird Corp. Instrumentation is available for measuring
sodium concentrations in ambient air for gas turbine appli-
cations. Continuous Model LSM-30 ean detect and record
ppm concentrations in gas turbine inlet air and fuel. Baird
Corp., 125 Middlesex Turnpike, Bedford, MA 01730, 617-
276-6131.

Beckman Instruments, Process Instrument Division
Air quality monitoring instrumentaion includes a chemilumi-
nescence O, analyzer, a fluorescence SO, analyzer, an infra-
red CO analyzer, and an NO, analyzer. These four instruments
have received reference or equivalent method designation from
the EPA. Each instrument is a totally self-contained system that
offers precise interference-free measurement, convenient inter-
face with peripherals, minimum expendables for ease of main-
tenance and choice of mounting options. Beckman Instruments
PID, 2500 Harbor Blvd., Fullerton, CA 92634, 714-871-4848.

Bendix Corp. Chemiluminescent, chromatographic,
infrared, and photometric apparatus may be specified for
ambient and stack analysis of NO, NO,, NO_, CO, CO,,
SO,, H,S, TRS, THC, benzene, and other gases associ-
ated with the environmental and process industries. Bendix
Environmental and Process Instrument Division, Box 831,
Lewisburg, WV 24901, 304-647-4358.

Berkeley Controls Series 300 and 3300 semiportable
continuous stack monitoring systems can be applied to source
monitoring, ambient air monitoring, scrubber development,
combustion studies, pollution research and OSHA standards.
The cartridge sensor is an electrochemical membrane type
polarographic gas detector. The 3300 series provides a com-
plete integral sampling system consisting of filters, conden-
sate removal and heat trace line controls. Berkeley Controls,
2825 Laguna Canyon Road, Laguna Beach, CA 92652,
714-494-9401 or 800-854-2436.

Byron Instruments Air quality instruments analyze
hydrocarbons, organics, methane, carbon monoxide and
carbon dioxide at source and ambient levels. The total emission
analyzer oxidation/reduction system insures accurate read-
ings. The analyzer gives part-per-million carbon readings on
non-methane hydrocarbons from 10 ppmc full scale to 50,000
ppmc (5%) full scale. The instrument also provides readings
on total hydrocarbons, methane, carbon monoxide, and carbon
dioxide each analytical cycle. Byron Instruments Inc., 520-1/2
S. Harrington Street, Raleigh, NC 27601, 919-832-7501.

CEA Instruments Inc. The model 555 air monitor pro-
vides for the analysis of acrylonitrile, ammonia, bromine,
chlorine, fluorine, formaldehyde, hydrazine, hydrogen chlo-
ride, hydrogen cyanide, hydrogen fluoride, hydrogen sulfide,
nitrogen dioxide, oxides of nitrogen sulfur dioxide, and total
oxidants. The RI 550 single channel IR analyzer provides for
the analysis of CO, CO,, methane, ethylene, ethane, propane,
and butane or total hydrocarbons in the 0-2 up to 0-100%
range, CEA Instruments Inc., 15 Charles Street, Westwood,
NJ 07675, 201-664-2300.

Climatronics Corp. Equipment includes portable
instruments and turn-key systems for meteorological test-
ing. Units can be specified with sensors, data transmission



and acquisition equipment, and upper air sounding systems.
Climatronics Corp., 1324 Motor Parkway, Hauppauge,
NY 11787, 516-234-2772.

Columbia Scientific Chemiluminescent laboratory and
on-site automated apparatus measure NO, NO,, NO, and
ozone. Performance specifications are guaranteed over the
range of +10 to +40°C. The equipment is capable of at least
seven days of unattended operation for prolonged on-site
monitoring. Columbia Scientific Inds., Box 9908, Austin,
TX 78766, 412-258-5191 or 800-431-5003.

Contraves-Goerz Corp. Infrared electronic equipment
can be selected for monitoring stationary source emissions.
Total source control packages are offered for power genera-
tion and process industries. Portable and in-situ instruments
are available. Contraves-Goerz Corp., 610 Epsilon Drive,
Pittsburgh, PA 15238, 412-782-7700.

D and S Instruments Sampling cannisters are pre-
cleaned and prepared for part per trillion level sampling.
Another product is a cryotrap suitable for EPA Method 25
sampling of volatile hydrocarbons. D and S Instruments Ltd.,
SE 1122 Latah Street, Pullman, WA 99163. 509-332-8577.

Daco Products Inc. Wet impingement samplers can be
specified for gases, fumes, and vapors. Custom packages
are available for sampling toxic substances. Colorimetric,
electrochemical, photometric, and wet chemical analyzers
are available. Daco Products Inc., 12 S. Mountain Avenue,
Monclair, NJ 07042, 201-744-2453.

Datametrics Hot-wire anemometer-type air velocity
and flow meters are used in conjunction with air sampling.
The instrumentation is used to determine sample size. Other
equipment analyzes air composition. Datametrics, 340
Fordham Road, Wilmington, MA 01887, 617-658-5410.

Datatest Inc. Instruments are designed for the continu-
ous monitoring of particulate emissions. The instruments
use photometric techniques and are in-sifu. The emission is
continuously recorded on a strip chart or circular recorder.
Relay contacts are provided for controlling external equip-
ment such as dampers and air flow valves. Datatest Inc.,
1410 Elkins Avenue, Levittown, PA 19057, 215-943-0668.

Davis Instrument Manufacturing Co. Stack monitoring
devices include optical probes for smoke density measure-
ment and dust samplers for quantitative analysis of particulate
emissions. Davis Instrument Manufacturing Company, Inc.,
513 E. 36th Street, Baltimore, MD 21218, 301-243-4301.

Delta F. Corp. Factory calibrated oxygen analyzer is
capable of monitoring oxygen in gas streams containing
“acid” gases as well as combustibles. Trace and percent ana-
lyzers are available in panel mount configurations, battery
operated models and remove sensor versions. Delta F Corp.,
One Walnut Hill Park, Woburn, 01801, 617-935-6536.

Digicolor Inc. Automatic and manual analyzers are
available for the determination of ammonia, halogens,
acidic sulfur, as well as most organic gases. Samplers may
be specified as grab samplers, intermittent samplers, or con-
tinuous samplers. All have the option of filtration, or wet or
dry impingement separation techniques. Metering is either
rate or volume control. Digicolor Inc., 2770 E. Main Street,
Columbus, OH 43209, 614-236-1213.

AIR POLLUTION INSTRUMENTATION 55

Dionex Corp. The ion chromatograph is used in a vari-
ety of air quality applications. Among these are ambient
aerosols and SO, levels, carbon dioxide analysis, ammonia,
sulfur species, halogens and nitrogen oxides in auto exhausts
and other sources. Flue gas desulfurization analysis is also
done by ion chromatograph. Toxicology applications include
sulfate and oxalate ions in industrial environments, chloro-
acetyl chloride and formaldehyde at trace levels, and ambi-
ent levels of SO,. The ion chromatograph is also extensively
used in acid rain analysis. Dionex Corp., 1228 Titan Way,
Sunnyvale, CA 94086, 408-737-0700.

Dupont Company Source monitoring equipment may
be specified for the determination of SO,, NO, H,S, and
ammonia as well as halogens and aromatics. All equipment
features photometric detectors and has the ability to measure
multiple sources. Dupont Company, Scientific and Process
Instrument Division, Concord Plaza, Wilmington, DE 19898,
302-772-5500.

Dynasciences Continuous electrochemical apparatus
may be used for EPA compliance monitoring for inspec-
tion and testing. Instrumentation monitors oxides of nitro-
gen, sulfur, and oxygen. Turn-key installations, as well
as engineering assistance and field support are offered.
Dynasciences Env. Products Division, Township Line Road,
Blue Bell, PA 19422, 215-643-0250.

Dynatron Inc. Air pollution monitoring systems include
a complete line of in-situ stack gas measurement and analy-
sis equipment. Opacity monitoring systems offer digital dis-
plays, automatic EPA calibration, and direct optical density
readout. Dynatron Inc., Box 745, Wallingford, CT 06492,
203-265-7121.

Edwards Engineering Hydrocarbon vapor analyzer is
used for the continuous check of operation and emission
percentage from hydrocarbon vapor recovery units. It is
designed to mount directly within the vapor recovery control
room. It features automatic replenishing of charcoal absorp-
tion chambers and a constant meter indicator with a strip
chart recorder. Edwards Engineering Corp., 101 Alexander
Avenue, Pompton Plains, NJ 07444, 201-835-2808.

Energetics Science Instruments are available for mea-
surement of toxic gas, combustible gas/oxygen and oxygen
deficiency in ambient air and in process control. Toxic gas
capability includes the measurement of carbon monoxide,
hydrogen sulfide, nitric oxide, nitrogen dioxide, hydrazine,
and sulfur dioxide. The combustible gas detector is a cat-
alytic filament type and the oxygen sensor uses a polaro-
graphic sensor. Energetics Science Inc., 85 Executive Blvd.,
Elmsford, NY 10523, 914-572-3010.

Enmet Corp. Monitors are offered for detecting danger-
ous levels of toxic or combustible bases. Monitors can be
specified with meters as well as integral lights and audible
alarms, with external signal capabilities, actuated when gas
concentrations exceed safe levels. Portable O, deficiency
detectors are available, featuring push-button checks for
alarms and batteries. Automatic CO respiratory air line mon-
itors may be specified for detection of concentrations as low
as 10 ppm. Enmet Corp., 2308 S. Industrial Highway, Ann
Aror, MI 48104, 313-761-1270.
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Environmental Measurements Ambient air sampling
systems are designed to collect and store pollutant and
tracer gases in sampling bags for their subsequent analy-
sis. Also available are heavy and regular duty Tedlar air
sampling bags. These sampling bags are available in sizes
from 0.5 to 300 liters. An automatic sequential or radon
bag sampler designed for unattended gas collection may be
programmed by the user to collect up to 8, 12, 16, or 24
hourly samples over a 96-hour period. This self-contained
battery operated system is operated in real time and is
designed for use in harsh environments. Environmental
Measurements, 215 Leidesdorff Street, San Francisco, CA
94111, 408-734-0713.

GCA Environmental A fibrous aerosol monitor pro-
vides a real-time count of airborne fibers in the presence of
large concentrations of nonfibrous particles. A respirable
dust monitor tells how much respirable dust is in the air
being breathed. A recording dust monitor is designed for
short and extended time monitoring of respirable dust. GCA/
Environmental Instruments, Burlington Road, Bedford,
MA 01730, 617-275-9000.

Gastech Inc. Portable and fixed detectors and alarms
measure combustible and toxic gases, oxygen deficiency,
hydrocarbons, and airborne halogens. Calibration kits are
also available for a variety of gases. Gastech, Inc., Johnson
Instrument Div., 331 Fairchild Drive, Mountain View,
CA 94043, 415-967-6794.

General Metal Works High-volume filtration samples
feature continuous flow controllers and recorders, weather-
proof housings, and stainless steel inlet tubing materials.
Integrated packages can be ordered which comply with fed-
eral and state monitoring regulations. Related equipment
which can be specified includes timers, flowmeters, impac-
tors, and calibration units. General Metal Works Inc., 8368
Bridgetown Road, Cleves, OH 45002, 513-941-2229.

General Monitors Single-channel system for continuous
monitoring of combustible gas concentrations consists of a
remote sensing assembly and a solid state controller. Control
electronics include an analog meter scaled from 0-100% LEL
and four vertically arranged LEDs. The LEDs indicate high
and low alarm status, normal operation and any malfunc-
tion conditions. A digital display from 0-99% LEL is one of
many user-selected options available. Relay options include
a choice of normally energized or de-energized high and
low alarms, latching or non-latching high and low alarms, or
sealed relays. General Monitors Inc., 3019 Enterprise Street,
Costa Mesa, CA 92626, 714-540-4895.

Horiba Instruments Instruments and integrated single
or multi-gas monitoring systems are for stack gas and ambi-
ent air applications. Sampling and continuous equipment
is available. Instruments include NDIR gas analyzers free
of interference from water vapor and carbon dioxide, and
flame ionization analyzers for measuring total hydrocar-
bons. Systems are custom designed and may include remote
computerized operation and automatic calibration. Horiba
Instruments Inc., 1021 Duryea Avenue, Irvine, CA 92714,
714-540-7874.

Interscan Corporation Toxic gas monitors available from
pocket alarm units and dosimeters to complete plant-scale
multipoint systems. The line includes analyzers for CO, SO,,
H,S, NO/NO,/NO, and Cl,. Additionally, systems which may
use products manufactured by others, specified by the cus-
tomer, are available. Examples of this are multi-gas and source
monitoring systems. Interscan Corp., 9614 Cozycroft Avenue,
Chatsworth, CA 91311, 213-882-2331.

Kurz Instruments Constant flow air samplers are
produced for low volume air sampling, for sampling of
organics or particulates. Flow ranges are available from 30
sccm to 150 slpm. They are mass flow controlled and refer-
enced to EPA standards of 25°C and 760 mmHG. Vacuum
capability as high as 20” Hg and control accuracy of =3%
reading over a wide temperature range are standard. Higher
sampling requirements are handled by the high volume air
samplers, which sample from 20-60 scfm. Kurz Instruments
Co., Box 849, Carmel Valley, CA 93924, 408-659-3421.

Lamotte Chemical Portable air quality sampling and
measurement outfit provides individual tests for 14 major
contaminants. Tests are provided for ammonia, bromine,
cadmium, carbon monoxide, chlorine, cyanide, hydrogen
peroxide, hydrogen sulfide, iodine, lead, nitrogen dioxide,
ozone, phenols, and sulfur dioxide. The outfit features a
portable air sampling pump with calibrated flowmeter. The
absorbing solutions, which are contained in the impinger,
collect the air to be tested. Driven by 4 standard “D” cell
batteries, the pump will sample up to 2.5 liters per minute at
6 volts and is capable of maintaining flow rate for 48 hours
of continuous sampling. An adjustable flow-meter regulates
and indicates the air sampling rate. The sampling pump is
furnished with flow-meter, impinger holder, batteries, and
connection tubing. Lamotte Chemical Products Co., Box
329, Chestertown, MD 21620, 301-778-3100.

Mast Development Company Portable and online
instruments measure ambient and work place TLV levels of
ozone, chlorine, fluorine, bromine, and iodine. Appropriate
calibration devices are also available, including automatic
bubble meter for the determination of low air flow in devices
using miniature pumps. Mast Development Co., 2212 E.
12th Street, Davenport, IA 52803, 319-326-0141.

Met One Equipment, systems, technical, and engineer-
ing assistance provided for complete meterological environ-
mental monitoring, measuring, and control. Systems provide
statistics on wind direction and velocity, ambient air temper-
atures, relative humidity, precipitation and solar radiation.
Portable and permanent systems available. Met One, Box
60279, Sunnyvale, CA 94088, 408-733-9100.

Mine Safety Appliances Analyzers and sampling sys-
tems are supplied for the measurement of contaminants
such as SO,, NO,, CO, CO,, hydrocarbons, and oxygen.
Applications include monitoring power plant stacks, metal-
lurgical processes, combustion control, and solvent recovery
beds. Mine Safety Appliance Company, 600 Penn Center
Boulevard, Pittsburgh, PA 15235, 412-273-5101.

Monitor Labs Ambient air analyzers, calibrators, data
loggers, telemetry systems, and computer-based monitoring



networks are offered for ozone, sulfur dioxide, total sulfur,
and oxides of nitrogen. Calibration sources for nitrogen
dioxide and sulfur dioxide are supplied with certificates of
traceability to NBS. Data loggers accept up to 20 parameters.
Monitor Labs Inc., 10180 Scripps Ranch Boulevard, San
Diego, CA 92131, 714-578-5060.

Napp Inc. Model 31 manual stack sampling system is
lightweight, modular equipment designed for compliance
testing and performance evaluation of industrial stack emis-
sions. The molecular design allows selection of equipment
for sampling all EPA Methods (1-17) except 7, 9, 14, and
16. A standard Method 7 system is also offered. Method 16
is constructed for individual applications. Napp. Inc., 8825
N. Lamar, Austin, TX 78753, 512-836-5110.

National Draeger Portable personnel monitors are used
for the determinations of TLV levels of over 140 differ-
ent gases and vapors. Grab sampling is available. National
Draeger Inc., 401 Parkway View Drive, Pittsburgh, PA
15205, 412-787-1131.

Nutech Corp. Assay, chromatographic and wet chemi-
cal equipment may be used in the determinations of most
organic gases, as well as oxides of nitrogen and solid and
liquid particulates. Grab samplers can be specified for aero-
sols, gases or particulates. Nutech Corp., 2806 Cheek Road,
Durham, NC 27704, 919-682-0402.

Pollution Measurement Corp. Non-absorbent sample
bags of Tedler, Teflon or Mylar are available in eight sizes
from 0.4 to 70 liter. Gas sample spheres are available in sizes
from 0.5 to 14.5 liter with vacuums of 22 inches of mercury.
Special packages are available for meeting EPA and OSHA
requirements. Pollution Measurement Corp., Box 6182,
Chicago, IL 60680, 312-383-7794.

Rader Company High-volume samplers measure solid
particulates emitted from stacks and other stationary sources.
Equipment is for manual or automatic operation, and can be
specified with a variety of accessories. Rader Company Inc.,
Box 20128, Portland, OR 97220, 503-255-5330.

Research Appliance Company RAC designs, manufac-
tures and supplies diversified lines of precision environmen-
tal instruments and laboratory apparatus. The product mix
includes instruments and systems that sample/monitor ambi-
ent air and process emissions, laboratory and testing apparatus,
certified reagents for wet chemical gas sampling/analyzing,
meteorological indicating/recording instruments and a broad
range of related accessories. Research Appliance Company,
Moose Lodge Road, Cambridge, MD 21613, 301-228-9505.

Sierra Instruments Instruments are available for partic-
ulate sampling and size fractionating in ambient air quality
monitoring, stack sampling, OSHA applications, and aero-
sol research. Instruments include dichotomous samplers,
cascade impactors, cyclone samplers, flow-controlled high
volume air samplers, flow-controlled low volume air sam-
plers, hi-vol size selective inlets, and cotton-dust samplers.
Sierra Instruments Inc., Box 909, Carmel Valley, CA 93924,
408-659-3177.

Sierra Misco Inc. Grab, intermittent, and continuous sam-
plers are available for the sampling of aerosols, particulates
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and gases. Glass, stainless steel, and Teflon inlet tubing are
also available. Samplers are AC or battery operated. Separation
collection techniques include filtration, charcoal, and wet and
dry impinging. Sierra Misco Inc., 1825 Eastshore Highway,
Berkeley, CA 94710, 415-843-1282.

Teledyne Analytical Equipment is suitable for continu-
ous interference free monitoring of such pollutants as H,S,
SO, and hydrocarbons. Analyzers are designed for perma-
nent location and continuous operation with minimal main-
tenance. Teledyne Analytical, Box 70, San Gabriel. CA
91776, 213-576-1633. www.teledyne-api.com

Thermo Electron Air pollution monitoring instrumen-
tation can be specified for NO_and SO, in ambient air, stack
gases, and automotive emissions. The chemiluminescence
principle is used for NO , while SO, is determined by pulsed
fluorescence. All instrumentation meets or exceeds federal
and state performance requirements. Thermo Electron Corp.,
Environmental Instruments, 27 Forge Parkway, Franklin,
MA 02038, USA Tel +1 (508) 520 0430, Toll free +1 (866)
282 0430.

Varian Associates Gas chromatographs are offered for
research as well as monitoring applications, and may be
specified with special options for total hydrocarbon, vinyl
chloride, and ppb sulfur gas analyses. Atomic absorption
devices, with optical microsamplers, are also available and
are especially useful for measuring trace levels of metal pol-
lutants. Varian Associates, Instruments Group, 611 Hansen
Way, Palo Alto, CA 94303, 415-493-4000.

VICI Metronics H,S detection system is based upon
card mounted, sensitized pads that visibly change color
when exposed to H,S. Applications range from odor surveys
and area wide transport studies to worker dosage monitoring
and work area testing. VICI Metronics, 2991 Corvin Drive,
Santa Clara, CA 95051, 408-737-0550.

Wedding & Associates Critical Flow Device A high
volume sampler and volumetric flow controller is offered
which meets federal standards of volumetric flow rate at
ambient conditions. Size specific inlets such as PM,  systems
employing fractionating devices whose performance depends
on air velocity may experience substantial variations in sam-
pler performance values if operated using mass flow control-
lers. Also, the value for total sampled volume of air used in the
denominator when calculating ambient concentration levels
will bear little resemblance to the actual volume sampled if the
ambient sample does not utilize a volumetric flow controller.’

R. M. Young Company The portable recording wind set
provides continuous analog chart records of wind speed and
wind direction side by side on a single 6” wide chart. The wind-
vane and 3 cup anemometer are generally used where analog
records of wind speed and wind direction are required. A wind
run anemometer can be substituted where a record of total wind
passage is desired. The propvane provides signal characteris-
tics in the range of 0—10 mph. R. M. Young Company, 2801
AeroPark Drive, Traverse City, MI 49684, 916-946-3980.

For additional monitoring and testing sources, including
those outside the US, the reader is referred to the environ-
mental expert home page.!”
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AIR POLLUTION METEOROLOGY

EFFECTS OF WEATHER ON POLLUTION
Introduction

As the world’s population and industrialization grow, air
pollution (Figure 1) becomes a progressively more serious
problem. The control of air pollution requires the involve-
ment of scientists from many disciplines: physics, chemistry
and mechanical engineering, meteorology, economics, and
politics. The amount of control necessary depends on the
results of medical and biological studies.

The state of the atmosphere affects, first, many types of pol-
lution. For example, on a cold day, more fuel is used for space
heating. Also, solar radiation, which is affected by cloudiness,
has an influence as smog production. Second, atmospheric
conditions determine the behavior of pollutants after they leave
the source or sources until they reach receptors, such as people,
animals, or plants. The question to be answered is: given the
meteorological conditions, and the characteristics of the source
or sources, what will be the concentration of the pollutants at
any distance from the sources? The inverse question also is
important for some applications: given a region of polluted air,
where does the pollution originate?

Finally, the effect of the pollution on the receptor may
depend on atmospheric conditions. For example, on a humid
day, sulfur dioxide is more corrosive than on a dry day.

Meteorological information is needed in three general
areas of air pollution control:

(1) In planning control measures, wind climatology
is required. Pollution usually must be reduced
to a point where the air quality is substantially
better than the existing quality. In order to assure
improved quality, certain standards are set which
prescribe maximum concentrations of certain
pollutants.

In order to reach such standards, the points of origin of
the pollution must first be located; traditionally, everybody
blames everybody else for the unsatisfactory air quality.
Given possible pollution sources, tracing of air trajectories
coupled with estimates of atmospheric dispersion will give
the required answers. Once the relative importance of differ-
ent pollution sources is known, strategies have to be devel-
oped to determine the degree to which each source must
reduce its effluent.
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FIGURE 1 Air pollution in New York City prior to SO, and
particulate restriction.

The most economical way to cut concentration of some
pollutant may not be to cut the effluent of each emitter by the
same amount. In order to find the best strategy, city models
must be constructed, separately for each pollutant and for
different meteorological conditions, which show how the air
pollution climate of an urban region is affected by the exist-
ing distribution of sources, and what change would be pro-
duced when certain sources are controlled. The construction
of such models will be discussed later, and requires a fairly
sophisticated handling of meteorological data. The same
models then also help in planning future growth of housing
and industry.

Of course, not all problems of air pollution meteorology
are as complex as those involving urban areas. The planning
of individual plants, for example, must be based in part on
the air pollution to be expected from the plant under various
atmospheric conditions; meteorological calculations may
show whether expensive techniques for cleaning the effluent
before leaving the stack may be required.

(2) Meteorological forecasts can be used to vary
the effluent from day to day, or even within a
24 hour period. This is because at different times
the atmosphere is able to disperse contaminants
much better than at other times; purer fuels must
be used, and operation of certain industries must
be stopped completely in certain areas when the
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mixing ability of the atmosphere is particularly
bad.

(3) Meteorological factors have to be taken into
account when evaluating air pollution control
measures. For example, the air quality in a region
many improve over a number of years—not as
a result of abatement measures, but because of
gradual changes in the weather characteristics. If
the effects of the meteorological changes are not
evaluated, efforts at abatement will be relaxed,
with the result of unsupportable conditions when
the weather patterns change again.

Effects Between Source and Receptor

The way in which the atmospheric characteristics affect the
concentration of air pollutants after they leave the source can
be divided conveniently into three parts:

(1) The effect on the “effective” emission height.
(2) The effect on transport of the pollutants.
(3) The effect on the dispersion of the pollutants.

Rise of Effluent

To begin with the problem of effluent rise, inversion layers
limit the height and cause the effluent to spread out hori-
zontally; in unstable air, the effluent theoretically keeps
on rising indefinitely—in practice, until a stable layer is
reached. Also, wind reduces smoke rise.

There exist at least 40 formulae which relate the rise of
the meteorological and nonmeteorological variables. Most
are determined by fitting equations to smoke rise mea-
surements. Because many such formulae are based only
on limited ranges of the variables, they are not generally
valid. Also, most of the formulae contain dimensional con-
stants suggesting that not all relevant variables have been
included properly.

For a concise summary of the most commonly used
equations, the reader is referred to a paper by Briggs
(1969). In this summary, Briggs also describes a series of
smoke rise formulae based on dimensional analysis. These
have the advantage of a more physical foundation than the
purely empirical formulae, and appear to fit a wide range
of observed smoke plumes. For example, in neutrally stable
air, the theory predicts that the rise should be proportional to
horizontal distance to the 2/3 power which is in good agree-
ment with observations. The use of dimensionally correct
formulae has increased significantly since 1970.

Given the height of effluent rise above a stack, an
“effective” source is assumed for calculation of transport
and dispersion. This effective source is taken to be slightly
upwind of a point straight above the stack, by an amount
of the excess rise calculated. If the efflux velocity is small,
the excess rise may actually be negative at certain wind
velocities (downwash).

Transport of Pollutants

Pollutants travel with the wind. Hourly wind observations at
the ground are available at many places, particularly airports.
Unfortunately, such weather stations are normally several
hundred kilometers apart, and good wind data are lacking in
between. Further, wind information above 10 meters height
is even less plentiful, and pollutants travel with winds at
higher levels.

Because only the large-scale features of the wind pat-
terns are known, air pollution meteorologists have spent
considerable effort in studying the wind patterns between
weather stations. The branch of meteorology dealing with
this scale—the scale of several km to 100 km—is known as
mesometeorology. The wind patterns on this scale can be
quite complex, and are strongly influenced by surface char-
acteristics. Thus, for instance, hills, mountains, lakes, large
rivers, and cities cause characteristic wind patterns, both in
the vertical and horizontal. Many vary in time, for example,
from day to night. One of the important problems for the
air pollution meteorologist is to infer the local wind pattern
on the mesoscale from ordinary airport observations. Such
influences are aided by theories of sea breezes, mountain-
valley flow, etc.

In many areas, local wind studies have been made.
A particularly useful tool is the tetroon, a tetrahedral bal-
loon which drifts horizontally and is followed by radar. In
some important cities such as New York and Chicago, the
local wind features are well-known. In general, however, the
wind patterns on the mesoscale are understood qualitatively,
but not completely quantitatively. Much mesoscale numerical
modeling is in progress or has been completed.

Atmospheric Dispersion

Dispersion of a contaminant in the atmosphere essentially
depends on two factors: on the mean wind speed, and on the
characteristics of atmospheric “turbulence.” To see the effect
of wind speed, consider a stack which emits one puff per
second. If the wind speed is 10 m/sec, the puffs will be 10 m
apart; if it is 5 m/sec, the distance is 5 m. Hence, the greater
the wind speed, the smaller the concentration.

Atmospheric “turbulence” consists of horizontal and
vertical eddies which are able to mix the contaminated air
with clean air surrounding it; hence, turbulence decreases the
concentration of contaminants in the plume, and increases
the concentration outside. The stronger the turbulence, the
more the pollutants are dispersed.

There are two mechanisms by which “eddies” are formed
in the atmosphere: heating from below and wind shear.
Heating produces convection. Convection occurs when-
ever the temperature decreases rapidly with height—that is,
whenever the lapse rate exceeds 1°C/100 m. It often pen-
etrates into regions where the lapse rate is less. In general,
convection occurs from the ground up to about a thousand
meters elevation on clear days and in cumulus-type clouds.

The other type of turbulence, mechanical turbulence,
occurs when the wind changes with height. Because there



is no wind at ground level, and there usually is some wind
above the ground, mechanical turbulence just above the
ground is common. This type of turbulence increases with
increasing wind speed (at a given height) and is greater over
rough terrain than over smooth terrain. The terrain rough-
ness is usually characterized by a “roughness length” z;
which varies from about 0.1 cm over smooth sand to a few
meters over cities. This quantity does not measure the actual
height of the roughness elements; rather it is proportional
to the size of the eddies that can exist among the roughness
elements. Thus, if the roughness elements are close together,
7, is relatively small.

The relative importance of heat convection and mechan-
ical turbulence is often characterized by the Richardson
number, Ri. Actually, —Ri is a measure of the relative rate
of production of convective and mechanical energy. For
example, negative Richardson numbers of large magnitude
indicate that convection predominates; in this situation, the
winds are weak, and there is strong vertical motion. Smoke
leaving a source spreads rapidly, both vertically and later-
ally (Figure 2). As the mechanical turbulence increases, the
Richardson number approaches zero, and the angular disper-
sion decreases. Finally, as the Richardson number becomes
positive, the stratification becomes stable and damps the
mechanical turbulence. For Richardson numbers above 0.25
(strong inversions, weak winds), vertical mixing effectively
disappears, and only weak horizontal eddies remain.

Because the Richardson number plays such an important
role in the theory of atmospheric turbulence and dispersion,
Table 1 gives a qualitative summary of the implication of
Richardson numbers of various magnitudes.

a) Ri LARGE b) Ri=0

CONVECTION MECHANICAL
DOMINANT TURBULENCE
¢) Ri>0.25
NO VERTICAL
TURBULENCE

FIGURE 2 Average vertical spread of effluent from
an elevated source under different meteorological
conditions (schematic).
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It has been possible to describe the effect of roughness
length, wind speed, and Richardson number on many of the
statistical characteristics of the eddies near the ground quan-
titatively. In particular, the standard deviation of the vertical
wind direction is given by an equation of the form:

J(Ri)

g, = (1)
In z/z, — P(Ri)
Here z is height and f(Ri) and )(Ri) are known functions
of the Richardson number which increase as the Richardson
number decreases. The standard deviation of vertical wind
direction plays an important role in air pollution, because it
determines the initial angular spread of a plume in the verti-
cal. If it is large, the pollution spreads rapidly in the vertical.
It turns out that under such conditions, the contaminant also
spreads rapidly sideways, so that the central concentrations
decrease rapidly downstream. If o, is small, there is negli-
gible spreading.

Equation 1 states that the standard deviation of vertical
wind direction does not explicitly depend on the wind speed,
but at a given height, depends only on terrain roughness and
Richardson number. Over rough terrain, vertical spreading is
faster than over smooth terrain. The variation with Richardson
number given in Eq. (1) gives the variation of spreading with
the type of turbulence as indicated in Table 1: greatest verti-
cal spreading with negative Ri with large numerical values,
less spreading in mechanical turbulence (Ri = 0), and negli-
gible spreading on stable temperature stratification with little
wind change in the vertical.

An equation similar to Eq. (1) governs the standard devi-
ation of horizontal wind direction. Generally, this is some-
what larger than o,. For light-wind, stable conditions, we do
not know how to estimate o, Large o, are often observed,
particularly for Ri > 0.25. These cause volume meanders,
and are due to gravity waves or other large-sclae phenomena,
which are not related to the usual predictors.

In summary, then, dispersion of a plume from a continu-
ous elevated source in all directions increases with increasing
roughness, and with increasing convection relative to mechan-
ical turbulence. It would then be particularly strong on a clear
day, with a large lapse rate and a weak wind, particularly weak
in an inversion, and intermediate in mechanical turbulence
(strong wind).

TABLE 1
Turbulence characteristics with various Richardson numbers

0.24 <Ri No vertical mixing

0<Ri<025 Mechanical turbulence, weakened by
stratification

Ri=0 Mechanical turbulence only

—003=<Ri<O0 Mechanical turbulence and convection but
mixing mostly due to the former

Ri < —-0.04 Convective mixing dominates mechanical

mixing




62 AIR POLLUTION METEOROLOGY

Estimating Concentration of Contaminants

Given a source of contaminant and meteorological con-
ditions, what is the concentration some distance away?
Originally, this problem was attacked generally by attempt-
ing to solve the diffusion equation:

I O R O I R,
dr ax “ox o9y Tady 9z ° ooz

Here, y is the concentration per unit volume; x, y, and z are
Cartesian coordinates, and the K’s are diffusion coefficients,
not necessarily equal to each other.

If molecular motions produced the dispersion, the K’s
would be essentially constant. In the atmosphere, where the
mixing is produced by eddies (molecular mixing is small
enough to be neglected), the K’s vary in many ways. The diffu-
sion coefficients essentially measure the product of eddy size
and eddy velocity. Eddy size increases with height; so does
K. Eddy velocity varies with lapse rate, roughness length, and
wind speed; so does K. Worst of all, the eddies relevant to dis-
persion probably vary with plume width and depth, and there-
fore with distance from the source. Due to these complications,
solutions of Eq. (2) have not been very successful with atmo-
spheric problems except in some special cases such as continu-
ous line sources at the ground at right angles to the wind.

The more successful methods have been largely empiri-
cal: one assumes that the character of the geometrical distri-
bution of the effluent is known, and postulates that effluent is
conserved during the diffusion process (this can be modified
if there is decay or fall-out), or vertical spread above cities.

The usual assumption is that the distribution of effluent
from a continuous source has a normal (Gaussian) distribu-
tion relative to the center line both in the vertical direction, z
(measured from the ground) and the direction perpendicular
to the wind, y. The rationalization for this assumption is that
the distributions of observed contaminants are also nearly
normal.” Subject to the condition of continuity, the concen-
tration is given by (including reflection at the ground).

2
X= _2 exp — . 2
2nVo,o, 20y

(:— 1)

2
o 207

z z

)
~(z+H)

X exp — +exp

Here, H is the “effective” height of the source, given by stack
height plus additional rise, G is the standard deviation of the
distribution of concentration in the y and z-direction, respec-
tively, and V is the wind speed, assumed constant. Q is the
amount of contaminant emitted per unit time.

The various techniques currently in use differ in the way
g, and o are determined. Clearly, these quantities change

"Note added in proof: It now appears that this assumption is not
satisfactory for vertical dispersion, especially if the source is near
the surface.

with downwind distance x (Figure 3) as well as with rough-
ness and Richardson number.

Quantitative estimation of the Richardson number
requires quite sophisticated instrumentation; approximately,
the Richardson number can be estimated by the wind speed,
the time of the day and year, and the cloudiness. Thus, for
example, on a clear night with little wind, the Richardson
number would be large and positive, and ¢’s in Eq. (3) are
small; on the other hand, with strong winds, the Richardson
numbers are near zero, and the dispersion rate as indicated
by the ¢ would be intermediate.

For many years, standard deviations were obtained by
Sutton’s technique, which is based on a very arbitrary selec-
tion for the mathematical form of Lagrangian correlation func-
tions. More popular at present is the Pasquill-Gifford method
inwhich o and o_as function of x are determined by empirical
graphs (Figure 4). Note that the dependence of the standard
deviations on x varies with the “stability category” (from A
to F). These categories are essentially Richardson number cat-
egories, judged more or less subjectively. Thus, A (large dis-
persion) means little wind and strong convection; D is used
in strong winds, hence strong mechanical turbulence and less
dispersion; F applies at night in weak winds.

One drawback of the Pasquill-Gifford method is that it
does not allow for the effect of terrain roughness; the empiri-
cal curves were actually based on experiments over smooth
terrain, and therefore underestimate the dispersion over cities
and other rough regions. Some users of the method suggest
allowing for this by using a different system of categories
over rough terrain than originally recommended.

This difficulty can be avoided if fluctuations of wind
direction and vertical motion are measured. Taylor’s diffu-
sion theorem at right angles to the mean wind can be written
approximately,

o, =0, X F(TL] C))

L

Here F is a function which is 1 for small diffusion time, ¢. For
larger ¢, F decreases slowly; its behavior is fairly well known.
T, is a Lagrangian time scale which is also well known.

o\ Gz\k‘\
—

X —

FIGURE 3 Change of vertical effluent
distribution downstream.
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An equation similar to (4) also exists for vertical spread-
ing; however, it is theoretically less valid, since turbulence is
not homogeneous in the vertical.

As the plume expands vertically, the vertical distribution
cannot remain normal indefinitely. At the bottom, the plume
is limited by the ground. At the top, the plume will be lim-
ited by an elevated inversion layer. Eventually, the vertical
distribution becomes uniform. In that case, the concentration
is given by the equation:

2

xX= —Q exp — Y 2
\/27TVDO'y ZU,V

&)

where D is the height of the inversion layer, which is also
the thickness of the “mixed layer.” Note that the concentra-
tion is inversely proportional to VD, the “ventilation factor,”
which is the product of D, and V, the average wind in the
mixed layer.

The lateral spread is often limited by topography. In a

valley of width W, the factor (exp— y’/207’ )/(\/%0’},) in
Egs. (3) and (5) is replaced by 1/W, after the contaminant
concentration fills the valley uniformly in the y-direction
(the direction perpendicular to the valley). The effect of this
change is that relatively large concentrations are maintained at
large distances from the sources.

Although the Pasquill-Gifford graphs are still popular
in practical applications, evaluation in diffusion experiments
have suggested serious deficiencies. Thus, the research com-
munity is groping for alternate methods. In particular, ver-
tical distributions are far from Gaussian, particularly for
ground sources. Significant progress has been made only for
the important case of light-wind, sunny conditions. Then, the
basic predictors are the thickness of the planetary boundary
layer (PBL), z; another important predictor is a vertical-
velocity parameter, wx which is proportional to (z,H)"”* where
H is the vertical heat flux at the surface. H is not usually mea-
sured, but must be estimated independently; fortunately, it is
raised to the 1/3 power. Lateral dispersion is still Gaussian,
but with g, given by

o lz, = fawxlz) = f(X)

fis presumably universal and fairly well known.

The vertical distribution is definitely not Gaussian;
for example, the center line of the plume rises for ground
sources. More important, the center line comes down
toward the surface for elevated sources, unless the sources
are buoyant.

If vertical diffusion is normalized by the new variables,
it depends on z/zi, X and h/z, where h is stack height. The
distributions have been measured for different //z, and com-
plicated formulas exist to fit the observations. The results
are believed to be quite reliable, because numerical models,
laboratory experiments and full-scale observations are all in
satisfactory agreement.

The results of this research should be used in practi-
cal applications, but have not been. For more detail, see
Panofsky and Dutton, 1984.

where X = tw*/zi

City Models

These different methods give the pollutant concentrations
downwind from a single source. In order to obtain the total
picture of air pollution from a city, the concentrations result-
ing from all sources must be added together, separately for
all different wind directions, different meteorological condi-
tions, and for each contaminant. Such a procedure is expen-
sive, even if carried out with an electronic computer, and
even if, as is usually done, all small sources in square-mile
areas are combined. Therefore, complete city models of air
pollutant concentrations have only been constructed for very
few locations. It is necessary, however, to have city models
in order to understand the distribution of contaminants; only
then it is possible to determine the most economical strategy
to reduce the pollution, and to evaluate the effects of expan-
sion of housing and industry.

Because the construction of a complete city model is so
expensive, city models are often simplified. For example, if
the city is represented by a series of parallel line sources,
the computations are greatly reduced. Many other simplifi-
cations have been introduced; for a summary of many city
models now in existence, see Stern (1968).

Diurnal Variation of Air Pollution

Equation (5) which shows that concentrations at consider-
able distances from individual sources are inversely propor-
tional to the ventilation factor (VD), can be used to explain
some of the variations in air pollution caused by meteoro-
logical factors. First, we shall consider the diurnal variation
of air pollution. Of course, the actual variation of pollution
may be different if the source strength varies systematically
with time of day. The diurnal variation is different in cities
and in the country. Consider typical vertical temperature
distributions as seen in Figure 5. During the day, both over
cities and country, the ground temperature is high, giving a
deep mixed layer. After sunset, the air temperature near the
surface in the country falls, producing an inversion reaching
down to the ground. After air moves from the country out
over the relatively warmer and rougher city, a thin mixed
layer is formed near the ground. The thickness of this mixed
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FIGURE 5 \Vertical temperature distribution
(schematic) over city and country, day and night.



layer varies with the size of the city, and depends on how
long the air has moved over the city. In New York, for exam-
ple, the mixed layer is typically 300 m thick; in Johnstown,
Pa., an industrial valley city with just under 100,000 popu-
lation, it is only a little over 100 m.

Figure 6 indicates how the temperature changes shown
in Figure 5 influence the diurnal variation of pollution due
to an elevated source in the country; at night, vertical mixing
is negligible and the air near the ground is clean. Some time
shortly after sunrise, the mixed layer extends to just above
the source, and the elevated polluted layer is mixed with the
ground air, leading to strong pollution (also referred to as
“fumigation”), which may extend many kilometers away
from the source. Later in the morning and early afternoon,
the heating continues and thickens the mixed layer. Also, the
wind speed typically increases, and the pollution decreases.
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In the city, many sources usually exist in the thin night-
time mixed layer. Since this layer is so thin, and the wind
usually weak, dense pollution occurs at night. Right after
sunrise, the pollution at first increases somewhat, as the efflu-
ent from large, elevated sources is brought to the ground. As
the mixed layer grows, the concentrations diminish, and, in
the early afternoon, they are often less than the nighttime
concentrations (see Figure 7).

Thus, the main difference between air pollution climates
in the city and country is that country air near industrial
sources is usually clean at night, whereas the city air is dirtier
at night than in the middle of the day. These differences are
most pronounced during clear nights and days, and can be
obliterated by diurnal variations of source strengths. Figure 7
shows the characteristic behavior only because the sources of
pollution at Johnstown, Pa., are fairly constant throughout.

CITY

MIXED LAYER /

FIGURE 6 Concentrations of effluent (schematic) as function of time of day, over
city and country.

0 5 10
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FIGURE 7 Concentrations of air pollution (100-T%), as function of time of day, on clear
day (solid line) and cloudy day (dashed line), at Johnstown, Pa.
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FIGURE 8 Dependence of 24-hour average particle concentrations at Johnstown on wind speed at 150 ft.

R denotes rain.

Day-to-day Variations in Air Pollution

Equation (5) shows that, other things being equal, the con-
centration of co